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Introduction

During RAN2#115 e-meeting, the following agreements were achieved.
	As baseline, support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing.

As baseline, support the 1:1 and N:1 mapping from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing.


Besides, the following agreements were achieved in RAN3#113 e-meeting.
	Regarding the processing at the boundary node:

RAN3 prefers that the boundary node processes access traffic in the same manner as the non-boundary access IAB-node.

RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.

FFS: In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.

1b: RAN3 assumes that for each topology, the boundary node’s BAP address for that topology is only used to identify packets that have to be passed to upper layers.

1e: For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.

2c: For UP access traffic to the boundary node, QoS info to be passed over the Xn interface with granularity of one or multiple F1-U GTP-U tunnels.


So far, data transfer processing and configuration for inter-topology traffic at the boundary node, including the BAP-routing-ID mapping, bearer mapping and routing, is still under discussion. In last meeting, QoS info to be passed over the Xn interface for UP access traffic of the boundary node was discussed and it was agreed that the granularity of QoS info can be one or multiple F1-U GTP-U tunnels. While, regarding the granularity of QoS info for BH traffic underneath the boundary IAB node, there has been no agreement yet.
In this contribution, we discuss data transfer processing and configuration for inter-topology traffic at the boundary node, and then analyze the granularity of QoS info to be passed over the Xn interface for BH traffic underneath the boundary IAB node.  
Discussion

Data transfer processing for inter-topology traffic at the boundary node
During RAN3#112 e-meeting, the option 4 where the boundary node rewrites the routing ID with a new BAP routing ID based on the BAP-routing-ID-mapping configuration, was adopted as the inter-topology routing solution in redundancy case. In this option, the routes of descendant nodes are under F1-terminating donor’s control, and the routes between the boundary node and non-F1-terminating donor-DU are managed by the non-F1-terminating donor-CU. The F1-terminating donor migrates the traffic it has with the boundary IAB-DU and descendant nodes from the MCG-path to the SCG-path. The non-F1-terminating donor configures routes for these traffic, and sends the routing IDs of these traffic to the F1-terminating donor. The F1-terminating donor generates the BAP-routing-ID-mapping configuration, which includes a mapping between the BAP routing ID of ingress topology (previous BAP routing ID) and the BAP routing ID of egress topology (new BAP routing ID), and sends the configuration to the boundary node. In the following, we will analyze the transmission and reception procedure of the migrated packet at the boundary node. For simplicity, we name the inter-topology traffic at the boundary node, i.e. BH traffic routing across two topologies that belong to different CUs, as concatenated traffic.

UL inter-topology traffic transfer processing
In R16 IAB, the process of non-concatenated traffic is considered. According to TS 38.340, upon receiving a packet, an IAB-node first checks the DESTINATION field to judge whether to deliver the packet to the upper layer. If not, it performs routing to determine the egress link, and then selects the egress BH RLC channel based on the bearer mapping configuration. In R17 inter-CU routing, the traffic going through an IAB node, i.e. boundary node, includes not only non-concatenated traffic but also concatenated traffic. So the boundary node needs to first distinguish the traffic type of the received packet, e.g. non-concatenated or concatenated, and then performs data transfer. Otherwise, if the BAP address of the F1-terminating donor-DU equals to that of the boundary node, which is allocated by the non-F1-terminating donor-CU, the boundary node would deliver the UL packet to its upper layer because the DESTINATION field matches its own BAP address allocated by the non-F1-terminating donor. In our view, the packet could be regarded as concatenated traffic if the routing ID included in the packet matches any “previous routing ID” in the rewriting table. And then the boundary node rewrites the BAP header according to the rewriting table.
Observation 1: In R17 IAB, the traffic going through a boundary node includes both non-concatenated and concatenated traffic.

No matter the type of the received traffic, e.g. non-concatenated or concatenated, the boundary node performs BAP header re-writing check first, and then processes the traffic in the same manner as the non-boundary intermediate IAB-node.
Proposal 1: for uplink traffic, No matter the type of the traffic, the boundary node performs BAP header re-writing check first upon receiving an UL packet, and then re-writes BAP header for concatenated traffic.

DL inter-topology traffic transfer processing
The BAP routing ID within the DL packet includes destination BAP address, which indicates the DL termination of the packet. RAN3#112 e-meeting agreed that the inter-donor dual-connected boundary node has one unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology. So for boundary node’s own traffic, the destination BAP address can be the BAP address allocated by the non-F1-terminating donor. If the destination of the packet is the descendant node, it should be further discussed how to set destination BAP address field in the BAP header of the packet. As we know, the descendant node’s BAP address may be conflict with the BAP address of the IAB-node on the SCG-path. If the destination BAP address of the migrated DL packet is set to the descendant node’s BAP address which conflicts with the BAP address of the IAB-node on the SCG-path, the IAB-node on the SCG-path would regard the packet as its own and deliver it to the upper layer. In our view, all the DL concatenated packets routed via the SCG-path shall arrive at the boundary node and the boundary node shall re-write the BAP header of them, so the boundary node can be regarded as a “virtual destination”. Therefore, the BAP address of the boundary node allocated by the non-F1-terminating donor could be set as the destination BAP address of the DL packet routed via the SCG-path.
Proposal 2: The BAP address of the boundary node allocated by the non-F1-terminating donor could be set as the destination BAP address of the DL packet routed via the SCG-path.
According to current specification, the IAB-node shall deliver the DL packet to the upper layer if the DESTINATION field matches its own BAP address. As a result, assuming the BAP address of the boundary node allocated by the non-F1-terminating donor is set as the destination BAP address of the DL packet routed via the SCG-path, the boundary node would deliver all the DL packets from the parent node on the SCG-path to its upper layer incorrectly. To avoid this, boundary node needs to differentiate its own traffic and concatenated traffic. One solution is that the boundary node determines whether the DL packet needs to be delivered to its upper layer according to the BAP header re-writing configuration. If the routing ID of the DL packet is not included in the BAP-routing-ID-mapping table, the boundary node delivers such DL packet to its upper layer. Otherwise, the boundary node re-writes the routing ID of the packet according to the BAP-routing-ID-mapping table. 
Observation 2: Assuming the BAP address of the boundary node allocated by the non-F1-terminating donor is set as the destination BAP address of the DL packet routed via the SCG-path, the boundary node would deliver all the DL packets from the secondary parent node to its upper layer incorrectly.

Proposal 3: It is suggested for the boundary node to differentiate its own traffic and concatenated traffic according to the BAP-routing-ID-mapping table.
Configuration to the boundary node
Routing configuration

In last RAN3 meeting, and it was agreed that

For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit. 
From the agreement, it seems that boundary node is only configured with one routing table for both concatenated and non-concatenated traffic because the “traffic” here is not specified to concatenated or non-concatenated traffic. In other words, the routing entry configured to boundary node needs to indicate ingress topology for DL traffic and egress topology for UL traffic regardless of concatenated or non-concatenated traffic. In this case, boundary node has to release the old routing configuration which not indicating ingress/egress topology, and is configured with a new routing table. Apparently, the routing configuration associated with non-concatenated traffic in the new routing table is the same as that in the old routing table. So unnecessary signaling overhead is imposed. Moreover, if non-concatenated traffic is received, boundary node performs routing in the same manner as the non-boundary intermediate IAB-node, where it determines the egress link based on routing ID without caring about the ingress/egress topology. Indicating ingress/egress topology for non-concatenated traffic does not make any sense. In our view, boundary node should be configured with a separate routing table for traffic transfer in non-F1-terminating donor topology. 

As stated in section 2.1, it is better for boundary node to first check BAP-routing-ID mapping upon receiving an UL/DL packet and then process the concatenated traffic in the same manner as the non-boundary intermediate IAB-node. Under this assumption, when DL concatenated traffic is received, boundary node rewrites its routing ID to the previous one. In this case, boundary node can also check the old routing table to determine the egress link. While, if UL concatenated traffic is received, boundary node rewrites its routing ID to a new one, which is allocated by non-F1-terminating donor and is used for the traffic transfer in non-F1-terminating donor topology. So a new routing table needs to be configured for boundary node to determine the egress link for UL concatenated traffic.
In sum, if boundary node first checks BAP-routing-ID mapping upon receiving an UL/DL packet and then performs routing, boundary node is configured with two separate routing tables. One is the old routing table configured by F1-terminating donor previously, the other is a new routing table configured by non-F1-terminating donor and used to indicate routing for UL concatenated traffic.  
Proposal 4: Under the assumption that BAP-routing-ID mapping is performed before routing, except the old routing configuration from F1-terminating donor, boundary node needs to be configured with a separate routing table used to indicate routing for UL concatenated traffic.
Bearer mapping configuration

In this section, we discuss bearer mapping configuration at boundary node, and take Figure 1 as an example. In Figure 1, IAB-node 1 is referred to as the first parent-node of boundary node, whose BAP address is A1. IAB-node 2 is referred to as the second parent-node of boundary node, whose BAP address is A2. IAB-node 4 is descendant node of boundary node and its BAP address is A4. Suppose boundary node established one BH RLC channel with IAB-node 1, namely BH RLC channel 1. And it established 2 BH RLC channels with IAB-node 2, namely BH RLC channel 1 and BH RLC channel 2. UL non-concatenated traffic from BH RLC channel 1 associated with IAB-node 4 is mapped to BH RLC channel 1 towards IAB-node 1. And UL concatenated traffic from BH RLC channel 1 associated with IAB-node 4 is mapped to BH RLC channel 2 towards IAB-node 2. 
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Figure 1 An example of bearer mapping at boundary node
According to TS 38.473, the bearer mapping configuration (or its entry) to an IAB-node does not indicate upstream or downstream. If we follow this principle, the bearer mapping table configured to the boundary node shall be     
	Prior-hop BAP address
	Ingress BH RLC channel ID
	Next-hop BAP address
	Egress BH RLC channel ID

	A4 
	1
	A1
	1

	A4 
	1
	A2
	2


It is possible that BAP addresses of the two parent nodes are the same, i.e. A1=A2=Ax. The bearer mapping table would actually be
	Prior-hop BAP address
	Ingress BH RLC channel ID
	Next-hop BAP address
	Egress BH RLC channel ID

	A4 
	1
	Ax
	1

	A4 
	1
	Ax
	2


When boundary node receives a UL concatenated packet from IAB-node 4 through BH RLC channel 1, according to BAP-routing-ID mapping configuration and routing configuration, it can know the next hop is IAB-node 2 that BAP address is Ax. However, when performing bearer mapping, it would find that two entries with the same Next-hop BAP address but different egress BH RLC CH ID (e.g. BH RLC channel 1 and 2) could be found corresponding to the same prior-hop BAP address and the same ingress BH RLC CH ID. As stated above, boundary node has established BH RLC channel 1 and 2 with IAB-node 2 previously. Hence, even if the boundary node knows the next-hop is IAB-node 2, it cannot figure out whether egress BH RLC channel 1 or 2 should be used. In our view, the BH RLC Channel Mapping Configuration at the boundary node should be able to indicate whether it is for concatenated or non-concatenated traffic.

Proposal 5: The BH RLC Channel Mapping Configuration at the boundary node should indicate whether it is for concatenated or non-concatenated traffic.
Granularity of the QoS information for UP traffic of descendant nodes

In last RAN3 meeting, we only discussed QoS info granularity applied for access traffic to the boundary node. There has been no consensus on the granularity of the QoS information for UP traffic of descendant nodes. According to the agreement achieved in RAN3#112 e-meeting, 

the F1-terminating donor sends the QoS information (content FFS) to the non-F1-terminating donor with the granularity of BH RLC CH or F1-U GTP-U tunnel for UP traffic, or non-UP traffic type for non-UP traffic (FFS whether for UP traffic we go for the 1st or the latter option, or both). 

the granularity of the QoS information for UP traffic of descendant nodes can be 

Option 1: per F1-U GTP-U tunnel

Option 2: per BH RLC channel 
In option 1, boundary node determines to establish BH RLC channels at the boundary IAB-MT according to the QoS information of F1-U GTP-U tunnels. Compared with option 2, option 1 can provide more flexibility for the non-F1-terminating donor to configure route. Upon acquiring the F1-U tunnel level QoS information, the non-F1-terminating donor can establish fine-granular BH RLC channels in order to guarantee the QoS requirement of the migrated packets. However, option 1 may have bearer mapping conflict issue. Because current BH RLC channel mapping are configured independently by each donor-CU, the UL ingress BH RLC channel establishment is decided by the F1-terminating donor but the UL egress BH RLC channel is established by the non-F1-terminating donor. Suppose multiple bearers are mapped to the same ingress BH RLC channel at boundary node by the F1-terminating donor, while they are mapped to separate egress BH RLC channels(e.g. some fine-granular BH RLC channels) by the non-F1-terminating donor, the boundary node would be confused which egress BH RLC channel the UL packet should be delivered to.
For option 2, F1-terminating donor sends non-F1-terminating donor BH RLC channel info of the boundary node. Non-F1-terminating donor determines to establish the UL egress BH RLC channel and DL ingress BH RLC channel at the boundary node based on the QoS information of the BH RLC channels. In this case, the bearer mapping conflict issue raised by option 1 can be solved. The non-F1-terminating donor-CU further configures BH RLC channels and BAP-sublayer routing entries on the SCG-path between the boundary IAB-MT and secondary IAB-donor-DU. Taking Figure 2 as an example, suppose some QoS parameters can only be supported by IAB-node 6, so traffic from F1-U tunnels with such QoS parameters should be forwarded via IAB-node 6 only. While traffic from F1-U tunnels with lower QoS requirement can be routed via IAB-node 5. Without knowing the QoS parameters of each migrated F1-U tunnel, the non-F1-terminating donor-CU may configure the traffic from a F1-U tunnel with higher QoS requirement to be routed via IAB-node 5. However, in fact, the QoS requirement of such F1-U tunnel can only be guaranteed by IAB-node 6. to avoid this, it is better for F1-terminating donor to send non-F1-terminating donor both types of granularity for UP traffic of descendant nodes, i.e. per BH RLC channel and per F1-U tunnel.
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Figure 2 An example of bearer mapping at boundary node
Observation 3: Without knowing the QoS parameters of each migrated F1-U tunnel, the non-F1-terminating donor-CU may configure a migrated F1-U tunnel with a route not satisfying its QoS requirement.
Proposal 6: It is suggested for F1-terminating donor to send non-F1-terminating donor both types of granularity for UP traffic of descendant nodes, i.e. per BH RLC channel and per F1-U tunnel.

Message between F1-terminating donor and non-F1-terminating donor
Regarding the message used between F1-terminating donor and non-F1-terminating donor, it can be UE-associated or non-UE-associated message. As stated above, F1-terminating donor should send F1-U tunnel level QoS info to non-F1-terminating donor. Besides, non-F1-terminating donor needs to response F1-terminating donor with the routing ID for the migrated F1-U tunnels. Since F1-U tunnel is related to a UE or an accessing IAB-node, it seems suitable to use UE-associated message. However, if a descendant node is migrated, obviously, the IAB-nodes underneath the descendant node are migrated as well, F1-terminating donor needs to inform non-F1-terminating donor about the F1-U tunnels associated with the IAB-nodes migrated so that non-F1-terminating donor can release related BH RLC channels. Otherwise, these BH RLC channels would be still kept but never in use, resulting in resource waste. In this case, if UE-associated message is used, F1-terminating donor needs to send several XnAP messages to non-F1-terminating donor. While it may just send one non-UE-associated message to non-F1-terminating donor. 

Proposal 7: It is suggested to used non-UE-associated message between F1-terminating donor and non-F1-terminating donor for inter-donor topology redundancy.

Conclusion

In this contribution, we discuss the topology redundancy, and have the following observations and proposals:

Observation 1: In R17 IAB, the traffic going through a boundary node includes both non-concatenated and concatenated traffic.

Observation 2: Assuming the BAP address of the boundary node allocated by the non-F1-terminating donor is set as the destination BAP address of the DL packet routed via the SCG-path, the boundary node would deliver all the DL packets from the secondary parent node to its upper layer incorrectly.

Observation 3: Without knowing the QoS parameters of each migrated F1-U tunnel, the non-F1-terminating donor-CU may configure a migrated F1-U tunnel with a route not satisfying its QoS requirement.
Proposal 1: for uplink traffic, No matter the type of the traffic, the boundary node performs BAP header re-writing check first upon receiving an UL packet, and then re-writes BAP header for concatenated traffic.

Proposal 2: The BAP address of the boundary node allocated by the non-F1-terminating donor could be set as the destination BAP address of the DL packet routed via the SCG-path.
Proposal 3: It is suggested for the boundary node to differentiate its own traffic and concatenated traffic according to the BAP-routing-ID-mapping table.
Proposal 4: Under the assumption that BAP-routing-ID mapping is performed before routing, except the old routing configuration from F1-terminating donor, boundary node needs to be configured with a separate routing table used to indicate routing for UL concatenated traffic.
Proposal 5: The BH RLC Channel Mapping Configuration at the boundary node should indicate whether it is for concatenated or non-concatenated traffic.
Proposal 6: It is suggested for F1-terminating donor to send non-F1-terminating donor both types of granularity for UP traffic of descendant nodes, i.e. per BH RLC channel and per F1-U tunnel.

Proposal 7: It is suggested to used non-UE-associated message between F1-terminating donor and non-F1-terminating donor for inter-donor topology redundancy.
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