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1 Introduction
In previous RAN3 meeting, the baseline procedure for partial migration was agreed. However, several open issues are left w.r.t. partial migration, e.g., IP address allocation, step order of the procedure. Meanwhile, the reply LS from RAN1/2/4 on full migration has been received. In this contribution, we will further address partial and full migration.
2 Discussions
2.1. Partial migration
- Aspect 1: IP address allocation
We reached the following agreements or FFS in last RAN3 meeting.

	For the boundary node, the following is supported for the IP addresses assigned by CU2 (target CU):
· Assignment: assignment of address(es) from CU2 network that replace address(es) from CU1 (source CU) network.

· Addition: assignment of additional addresses from CU2 network, after inter-donor migration/inter-donor topology redundancy setup.

· inter-donor RLF recovery cases are FFS

· Replacement: an address from CU2 network is replaced by another address from CU2 network.

· Procedures to be used are FFS

· Release: an address from CU2 network is released.

The node initiating the execution of the above functionalities is
· Assignment: CU1. 

· Clarification: CU1 initiates the assignment via an RRC container as part of Xn signalling 

· Addition: the boundary node.

· Replacement: CU2.

· Release: CU2. 

· It is FFS if the Release procedure can be triggered by the boundary node

· Note: procedures are not within scope of this proposal, only the initiating node is

For network-based IP address allocation, the existing XnAP HO signalling be used for carrying the RRC containers for IP address assignment to the boundary node.
WA: For no IPsec/IPsec transport mode, the source CU can be notified via F1AP signalling about the network IP addresses assigned to the boundary node by CU2.

FFS if CU1 needs to know the outer IP addresses for IPSec tunnel mode


Issue 1: IP address assignment to boundary node
For boundary node, RAN3 has WA to use F1AP to notify the IP address of boundary IAB node for no IPSec/IPSec transport mode. Such WA is reached because companies consider XnAP based method has no obvious benefit. In case of no IPSec/IPSec transport mode, the following steps should be carried out after success access of IAB-MT of boundary node:

· Step 1: boundary node sends the SCTP INIT message containing new IP address to F1-termination donor CU (source)
· Step 2: F1-termination donor CU (source) receives SCTP INIT message, and it can be aware that there is new SCTP association request. However, F1-termination donor CU (source) does not know such INIT message is from boundary IAB node since XnAP (HO REQ ACK) message does not explicitly contain the new IP address(es) of boundary node. Thus, F1-termination donor CU (source) just simply uses the source IP address contained in the SCTP INIT message to send the INIT-ACK message.    

We are considering the benefit to let the F1-termination donor CU (source) know the boundary IAB node when receiving the INIT message:
· Speed up the context transfer

In our understanding, the context transfer for access traffic of boundary node and traffic of descendant nodes is better to be triggered after IAB-MT successfully accesses to the target parent node. For the IAB-MT handover procedure, the legacy handover procedure indicates that F1-termination donor CU (source) can know the success access of IAB-MT only when receiving UE CONTEXTE RELEASE message from non-F1-termination donor CU (target). If the context transfer is triggered after this, it will largely delay the data transmission. While if F1-termination donor CU (source) can identify that the received INIT message is from boundary node, it means that the boundary node already successfully accesses the target parent node. Thus, the context transfer can be triggered when receiving INIT message from the boundary node.
· Speed up the F1-U traffic transmission

As mentioned, with knowing the boundary node via source IP in INIT message, the F1-termination donor CU (source) can start the F1-U traffic transmission after receiving INIT message.  

· Can help the DSCP/flow label setting for INIT ACK message 

After receiving INIT message, the F1-termination donor CU (source) needs response the INIT-ACK message. Normally, to help the mapping at the target donor DU, the DSCP/flow label in INIT-ACK message can be set according to the configuration at the target donor DU side. Thus, by informing the new IP address and DSCP/flow label setting for F1-C related traffic/non-F1 traffic via XnAP, the F1-termination donor CU (source) can set the IP header accordingly. Company may argue that the mapping based on IP+DSCP/flow label at the target donor DU is not a mandatory requirement; thereby, for this case, the non-F1-termination donor CU (target) can configure the mapping based on IP address only at the target donor DU. This is true, and it is also workable. However, this will result in a follow-up mapping reconfiguration at the target donor DU since the target donor DU cannot always use the destination IP only for the mapping.   

We can observe that both F1AP and XnAP based methods introduce signalling enhancement. However, XnAP based method has additional benefit compared to F1AP based method. In addition, the above benefit can be also applicable for the IPSec tunnel mode. Thus, we propose:

Proposal 1-1:  XnAP HO REQ ACK message is used to notify the new IP addresses assigned by non-F1-termination donor CU (target) to F1-termination donor CU (source) (changes the previous WA). 
Issue 2: IP address addition to boundary node 

IP address addition may be triggered by the boundary node, i.e., the IP request is sent to the non-F1-termination donor CU. After that, the non-F1-termination donor can send the new IP address to the boundary node via RRC message. During this procedure, the F1-termination donor cannot know the new IP address. For F1-U address, F1-termination donor can know it when configuring the F1-U tunnels. For addresses used by F1-C/non-F1, it is beneficial to inform the F1-termination donor since this can help it know the received SCTP INIT message is from the boundary node. This can be achieved either by XnAP message or F1AP message. In order to align with the IP address assignment, we prefer to use XnAP message. 
Proposal 1-2: XnAP message can be used by non-F1-termination to inform the new IP address of boundary node for F1-C/non-F1 traffic. 
Issue 3: IP address assignment/addition descendant node
For this issue, a common procedure can be used, i.e., F1-termination donor CU (source) sends IP address request, and the non-F1-termination donor CU (target) responses the new IP address. For IP address addition, the request from F1-termination donor CU (source) can be triggered by the request from the descendant nodes. 
For RLF recovery procedure, we think the case is similar to the migration and redundancy, and there is no reason to not use the same procedure 
Proposal 1-3: For inter-donor migration/RLF recovery/redundancy, the F1-termination CU can send IP address request for descendant node to the non-F1-termination donor CU, and then the non-F1-termination donor CU responses the new IP addresses.  

Issue 4: IP address replacement/release
This procedure is for replacing the IP address by non-F1-termination donor. Thus, the non-F1-termination donor CU should provide the new IP address and the old IP address. The procedure realizing this can be either the one triggered by CU2 itself, or the one as the response message to the request message from the F1-termination donor CU. 
Proposal 1-4: IP address replacement requires that the non-F1-termination donor CU provides old/new IP address to the F1-termination donor CU. 
For IP address release, the last meeting agrees that it can be triggered by non-F1-termination donor CU due to, e.g., the IP address is not unavailable. Meanwhile, we feel the F1-termination donor CU can also request to release the IP address, e.g., if such address is not used for a long time. There is no need to define the IP address release triggered by boundary node since the donor CU knows well the usage of the IP address, and Rel-16 does not define this feature as well. 
Proposal 1-5: both F1-termination donor and non-F1-termination donor can trigger the IP address release. 
- Aspect 2: Context Transfer 
In inter-donor migration/redundancy/RLF recovery, the UE context transfer is necessary for the F1-termination donor to the non-F1-termination donor. In this contribution, we will address this aspects from procedure point of view. While the stage-3 details will be addressed in our another contribution [2, R3-214875]. 

Issue 1: functionality of context transfer
Following legacy handover procedure, the context of the IAB-MT of boundary node is transferred to the non-F1-termination donor via the legacy handover procedure. The other context includes context of:

· Access traffic of boundary node

· IAB-MT of descendant node(s) 

· Access traffic of descendant node(s)  
Proposal 1-6: the functionality of context transfer is used to transfer the context of access traffic of boundary node, IAB-MT of descendant node(s) and access traffic of descendant node(s).
Meanwhile, the IP address related information can be also included during this procedure since the context change may be combined with the IP address configuration change.
Proposal 1-7: the functionality of context transfer can be used to transfer the context related to IP address (i.e., IP address assignment/addition/replacement/release).  
Issue 2: the procedure for the context transfer 

During the discussion, there are some voices that the context can be contained in the Handover Request message of IAB-MT of boundary node. We understand the intention is to speed up the procedure. However, this method has some problem: 1) the message size of HO REQ may not be able to convey all the context, 2) HO REQ message is an UE associated message dedicated for IAB-MT of boundary node, including other context in this message may break the definition of UE-associated message, 3) context transfer will be last for the period as long as inter-topology F1 transport is configured so that HO REQ message cannot achieve this purpose. Thus, it is better to use a separate procedure to perform the context transfer. 

Proposal 1-8: the context transfer is performed by separate procedure(s). 

Issue 3: when to trigger the context transfer

We can have the following candidate time instance:
· Option 1: before sending Handover Request message 

· Option 2: after receiving Handover Request ACK message 

· Option 3: triggered by the non-F1-termination donor
· Option 4: triggered by the boundary node 

Among those options, for Option 1, it seems to indicate that the context transfer is triggered when the target cell is not determined, which may not be a feasible way. Option 2 can be a time instant before success access of IAB-MT of boundary node. Thus, the context transfer and the following-up configurations at the target path may become meaningless if the IAB-MT’s access failed. For option 3, the non-F1-termination donor can trigger this when receiving the RRCReconfigurationComplete message from the IAB-MT of boundary node. For option 4, there is no need an explicit indication; instead, the trigger from the boundary node can be first F1-c/non-F1 traffic (e.g., SCTP INIT message) or the first F1AP message (GNB-DU CONFIGURATION UPDATE message) sent to the F1-termination donor. Among those options, option 3 & 4 does not have the risk caused by unsuccessful access. We understand the selected option should achieve the balance between the service interruption reduction and resource waste due to the unsuccessful access of IAB-MT of boundary node. However, with the spirit of defining a baseline procedure first, we suggest to start from option 3 or option 4, and slightly prefer to Option 4. 

Proposal 1-9: As a baseline, the trigger of context transfer can be selected from:

· triggered by the non-F1-termination donor via an explicit indication, or
· triggered by the boundary node via an implicit indication from the first F1-C/non-F1 traffic (e.g., SCTP INIT message) or F1AP message (GNB-DU CONFIGURATION UPDATE message) 
For  Option 1 &2, it is related to the service interruption reduction, and we will address this in our another contribution [3, R3-214874]. 
· Aspect 3: Configuration to IAB-DU of boundary node
Issue: configuration needed for IAB-DU of boundary node 

Compared to Rel-16, the additional configuration the IAB-DU of boundary node, the header rewriting configuration should be provide to the boundary node. To reduce the latency, this configuration can be provided together with routing the bearer mapping configuration. Meanwhile, to switch the F1-U traffic, the F1AP IAB UP CONFIGURATION UPDATE procedure can be used to realize the group update of F1-U TNL and the UL mapping. 
Proposal 1-10: the header rewriting configuration can be provided to boundary node together with the routing and bearer mapping configuration (i.e., use BAP Mapping Configuration procedure)
· Aspect 4: Configuration to descendant node
To configure the descendant node, both RRC message and F1AP message should be used. Moreover, RRC message is the first step in order to update the IP address of the descendant node. There are two cases for consideration:
· Case 1: the RRCReconfiguration is sent before IAB-MT of boundary node performs access to the target parent

This case happens when the F1-termination donor determine the migration when the link quality of IAB-MT of boundary node is still good. Such migration is mainly for load balancing. In this case, the F1-termination donor can request the IP address for descendant node, and the RRCReconfiguration message to descendant node can be sent in advance (before performing RACH by IAB-MT of boundary node). Then, the solution discussed for service interruption (e.g., hold on RRCReconfiguration in parent node, or hold on RRCReconfiguration in descendant node) can be applied.

· Case 2: the RRCReconfiguration is sent after success access of IAB-MT of boundary node 

         This case happens when the F1-termination donor determine the migration when the link quality of IAB-MT of boundary node is suddenly degraded. In this case, the F1-termination donor has no time to configure the descendant node before RACH of IAB-MT of boundary node. As a result, the RRCReconfiguration message to the descendant node has to be sent after the F1-assocation establishment of boundary node. 
          Currently, we suggest to start from the case 2 as the baseline since the procedure designed based on this case can be applied to case 1 as well, although addition delay is introduced for case 2. The case 1 can be considered for service interruption reduction, Thus, it will be addressed in our another contribution [3, R3-214874].

Proposal 1-11: As a baseline, the configuration to the descendant nodes is performed after F1-association establishment of boundary node. 
2.2. Full migration
In this meeting, the Reply LS from RAN1/2/4 has been received, and the following feedbacks can be observed. 

	RAN1:

For Alt1, RAN1 understands that the separate physical cell resources used by the two logical DUs may refer to different carriers, or orthogonal time and frequency resources of the same carrier. RAN1 has not identified any technical issues for Alt1. 

	RAN2:

RAN2 considers Alt1 to be a feasible solution, even though a technical analysis on the specification impact in RAN2 is needed for Rel-17 full migration scenario being considered by RAN3.

…

Given the above, RAN2 has concluded that Alt1 might be a viable a candidate solution, pending standards impact analysis as outlined above, and pending further clarifications from RAN3 raised at the end of this reply LS. 

…

In order to make further progress of the feasibility assessment, RAN2 would like to confirm its understanding quoted at the beginning of this LS with RAN3 and to ask RAN3 the following:

· What is the exact meaning of the separate vs. shared ‘physical cell resources’ concept in the assumed scenarios? For separate ‘physical cell resources’, does RAN3 consider the cells to use different frequencies or to perform time-multiplexing on the same frequency?  

	RAN4: 

· Alternative 1 can be supported without impact to RAN4 specification TS 38.133.


In general, the feedback from RAN1/RAN2/RAN4 gives the indication that Alt. 1 is a feasible solution, although some clarifications are needed for RAN2. So, it is better to share our understanding on the questions raised by RAN2. 
For the separate vs. shared ‘physical cell resource’, our understanding is that the separate physical cell resource is referring to the cells using different frequency. The intention for such understanding is to simply the procedure of full migration, although this may result in resource waste. However, at least, based on this assumption, we can proceed a workable and simple Full migration procedure. For the cells to perform time-multiplexing on the same frequency, we also think this is a possible and feasible way, and it can use the resource more efficiently. However, such assumption may need more work in both RAN1 and RAN2. For the sake of progress and the time left for Rel-17, we propose:
Proposal 2-1: RAN3 response to RAN2 that the separate physical cell resources in Alt. 1 is referring to the cells using different frequencies. Separate physical cell resources can be referring to cells to perform time-multiplexing on the same frequency, while the Alt. 1 under such assumption is postponed for the sake of progress and the time left for Rel-17.   
After that, we can consider the Alt. 1 is a feasible solution and RAN3 can proceed the discussion based on it. 
Proposal 2-2: RAN3 agrees to support full migration based on Alt. 1 (the two logical DUs use separate physical cells with different frequencies). 
For Alt. 1, since the two logical DUs at the boundary IAB node can be considered as two independent entities, the second logical DU can be set up without impact to the first logical DU. The baseline procedure should be:

· Step 1: the second logical DU starts the F1 setup procedure with non-F1-termination donor CU (target)
· Step 2: the F1-termination donor CU (source) performs UE handover procedure to move UE to the non-F1-termination donor CU (target) 

The above 2 steps can reuse the legacy F1 setup procedure and UE handover procedure, respectively. However, we also identify some issues for further discussion. Depending on when the decision of migration type is made, we can consider two cases: 

- Case 1: the full migration is decided after partial migration

- Case 2: the full migration is decided when starting IAB-MT migration procedure

For each case, the following two issues should be discussed: 1) who decide migration method, and 2) when to start the UE handover procedure

Issue 1：who decide migration method?
In case the partial migration is completed, the inter-donor F1 transport may face some problem: 1) the F1-termination donor CU (source) may be overloaded, 2) there will be frequent message exchange on over Xn interface which results in heavy signaling load, and 3) the partial migration might cause mixed topology which is addressed in R3-211939[1], and thereby increases the complexity of the network. To resolve these problem of partial migration, both non-F1-termination donor CU (target) and F1-termination donor CU (source) have the possibility to decide to trigger the full migration. For example, when F1-termination donor CU (source) is overloaded, the F1-termination donor CU (source) can trigger full migration; when the mixed topology appears due to partial migration of other IAB node, the non-F1-termination donor CU (target) can trigger the full migration.  In above case, both F1-termination donor CU (source) and non-F1-termination donor CU (target) can send an indication to the boundary IAB node to trigger the full migration procedure. Specifically, the F1-termination donor CU (source) can use F1AP to trigger the full migration, while the non-F1-termination donor CU (target) can use RRC message to trigger the full migration. 

In case that the full migration is determined during the IAB-MT migration procedure, the F1-termination donor CU (source) can coordinate with non-F1-termination donor CU (target) on the migration method. Specifically, the F1-termination donor CU (source) indicates the request migration method in the HO REQ message, and as a response, the non-F1-termination donor CU (target) can response the acceptable migration method. Moreover, such acceptable migration method can be sent to the boundary IAB node via the HO CMD message.
Proposal 2-3: after completing partial migration, both F1-termination donor CU (source) and non-F1-termination donor CU (target) can trigger the full migration by sending an indication to the boundary IAB node

Proposal 2-4: before IAB-MT migration, the F1-termination donor CU (source) and non-F1-termination donor CU (target) can coordinate the migration method via HO REQ and HO REQ ACK messages: 
· Source sends the request of migration method, and the target can response the acceptable migration method. 
· The final decision can be sent to the boundary IAB node via HO CMD message. 
Issue 2：when to start the UE handover procedure

For this issue, no matter of case 1 or case 2, the UE handover procedure should be triggered after the boundary IAB-DU2 established F1 interface with the non-F1-termination donor CU (target). Apparently, only boundary IAB node has such knowledge. Thus, the boundary IAB node can send an indication to F1-termination donor CU (source) to trigger the UE handover. 

Proposal 2-5: the boundary IAB node can send an indication to F1-termination donor CU (source) to trigger the UE handover during full migration procedure. 
3 Conclusions
In this contribution, we discuss the baseline procedure for inter-CU IAB node migration, and propose:
· Partial migration 

Proposal 1-1:  XnAP HO REQ ACK message is used to notify the new IP addresses assigned by non-F1-termination donor CU (target) to F1-termination donor CU (source) (changes the previous WA). 
Proposal 1-2: XnAP message can be used by non-F1-termination to inform the new IP address of boundary node for F1-C/non-F1 traffic. 

Proposal 1-3: For inter-donor migration/RLF recovery/redundancy, the F1-termination CU can send IP address request for descendant node to the non-F1-termination donor CU, and then the non-F1-termination donor CU responses the new IP addresses.
Proposal 1-4: IP address replacement requires that the non-F1-termination donor CU provides old/new IP address to the F1-termination donor CU. 

Proposal 1-5: both F1-termination donor and non-F1-termination donor can trigger the IP address release. 
Proposal 1-6: the functionality of context transfer is used to transfer the context of access traffic of boundary node, IAB-MT of descendant node(s) and access traffic of descendant node(s).
Proposal 1-7: the functionality of context transfer can be used to transfer the context related to IP address (i.e., IP address assignment/addition/replacement/release).  
Proposal 1-8: the context transfer is performed by separate procedure(s). 

Proposal 1-9: As a baseline, the trigger of context transfer can be selected from:

· triggered by the non-F1-termination donor via an explicit indication, or

· triggered by the boundary node via an implicit indication from the first F1-C/non-F1 traffic (e.g., SCTP INIT message) or F1AP message (GNB-DU CONFIGURATION UPDATE message) 

Proposal 1-10: the header rewriting configuration can be provided to boundary node together with the routing and bearer mapping configuration (i.e., use BAP Mapping Configuration procedure)
Proposal 1-11: As a baseline, the configuration to the descendant nodes is performed after F1-association establishment of boundary node. 

· Full migration 

Proposal 2-1: RAN3 response to RAN2 that the separate physical cell resources in Alt. 1 is referring to the cells using different frequencies. Separate physical cell resources can be referring to cells to perform time-multiplexing on the same frequency, while the Alt. 1 under such assumption is postponed for the sake of progress and the time left for Rel-17.   
Proposal 2-2: RAN3 agrees to support full migration based on Alt. 1 (the two logical DUs use separate physical cells with different frequencies). 
Proposal 2-3: after completing partial migration, both F1-termination donor CU (source) and non-F1-termination donor CU (target) can trigger the full migration by sending an indication to the boundary IAB node

Proposal 2-4: before IAB-MT migration, the F1-termination donor CU (source) and non-F1-termination donor CU (target) can coordinate the migration method via HO REQ and HO REQ ACK messages: 
· Source sends the request of migration method, and the target can response the acceptable migration method. 

· The final decision can be sent to the boundary IAB node via HO CMD message. 

Proposal 2-5: the boundary IAB node can send an indication to F1-termination donor CU (source) to trigger the UE handover during full migration procedure. 
In addition, the stage-2 TP for partial migration is given as below. 
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TP for TS38.401 on Rel-17 IAB

8.xx
IAB Inter-gNB-CU Topology Adaptation

8.xx.1  IAB inter-CU topology adaptation procedure 

During the inter-CU topology adaptation for single-connected IAB-node, the IAB-MT switches connection from an old parent node to a new parent node, where the old and the new parent nodes are served by different IAB-donor-CUs. Without loss of generality, the old parent node can be referred to as source parent node, and the new parent node can be referred to as target parent node. 

Figure 8.xx.1-1 shows an example of the topology adaptation procedure where the migrating IAB-MT is migrated from one IAB-donor-CU to another IAB-donor-CU. In case the IAB-DU of the migrating IAB-node retains its F1 connection with the first IAB-donor-CU (i.e. the source IAB-donor-CU) after the migrating IAB-MT connects to the second IAB-donor-CU (i.e. the target IAB-donor-CU), this procedure renders the migrating IAB-node as a boundary IAB-node.
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Figure 8.xx.1-1: IAB inter-CU topology adaptation procedure 

1. The source IAB-donor-CU sends a HANDOVER REQUEST message to the target IAB-donor-CU over the Xn interface. The contained HandoverPreparationInformation message can include the IP address information used at migrating IAB-node before migration.
2. The target IAB-donor-CU sends a UE CONTEXT SETUP REQUEST message to the target parent node IAB-DU to create the UE context for the migrating IAB-MT and set up one or more bearers. These bearers can be used by the migrating IAB-MT for its own signalling, and, optionally, data traffic. 

3. The target parent node IAB-DU responds to the target IAB-donor-CU with a UE CONTEXT SETUP RESPONSE message. 

4. The target IAB-donor-CU performs admission control and provides the new RRC configuration as part of the HANDOVER REQUEST ACKNOWLEDGE message. As legacy handover, the contained HandoverCommand message can include the new IP address(es) allocated to the migrating IAB-node. In addition, the new IP address(es) allocated to the migrating IAB-node can be explicitly provided in HANDOVER REQUEST ACKNOWLEDGE message. Moreover, the HandoverCommand message can contain the default configurations for F1-C/non-F1.
5. The source IAB-donor-CU sends a UE CONTEXT MODIFICATION REQUEST message to the source parent node IAB-DU, which includes the received RRCReconfiguration message from the target IAB-donor-CU. 

6. The source parent node IAB-DU forwards the received RRCReconfiguration message to the migrating IAB-MT.

7. The source parent node IAB-DU responds to the source IAB-donor-CU with the UE CONTEXT MODIFICATION RESPONSE message. 

8. A random access procedure is performed at the target parent node IAB-DU.

9. The migrating IAB-MT responds to the target parent node IAB-DU with an RRCReconfigurationComplete message. 

10. The target parent node IAB-DU sends an UL RRC MESSAGE TRANSFER message to the target IAB-donor-CU to convey the received RRCReconfigurationComplete message. 

11. The target IAB-donor-CU triggers path switch procedure for the migrating IAB-MT, if needed.
12. The source IAB-donor-CU sends a INTER-DONOR CONTEXT SETUP REQUEST message to the target IAB-donor-CU to provide the context of access traffic of the migrating IAB-node, IAB-MT(s) of descendant node(s), and access traffic of descendant node(s). Before this step, the migrating IAB-node needs to establish new SCTP association with the source IAB-donor-CU via the new assigned IP address. 
13. The target IAB-donor-CU sends a INTER-DONOR CONTEXT SETUP RESPONSE message to the source IAB-donor-CU to provide the configurations related to inter-topology F1 transports. 

Editor’s Note: FFS on the details for INTER-DONOR CONTEXT SETUP REQUEST message and INTER-DONOR CONTEXT SETUP RESPONSE message, including the name. 
14. The target IAB-donor-CU configures BH RLC channels and BAP-sublayer routing entries on the target path between the target parent IAB-node and target IAB-donor-DU as well as DL mappings on the target IAB-donor-DU for the migrating IAB-node’s target path. Those configurations for the target path can be performed immediately after step 12.Also, the configurations of routing, bearer mapping and header rewriting can be provided to the migrating IAB-node after step 13.  
Editor’s Note: Whether the step 12 can be performed at earlier stage is FFS.


15. The F1-C and F1-U are switched to the target path, To speed up this step, the MOBIKE can be used to update the outer address without changing inner address so that the update of UL FTEID and DL FETIED associated to each GTP-U tunnel can be omitted. Nevertheless, this step may also update the UL BH information associated with UP and non-UP traffic.. 


.

16. The target IAB-donor-CU sends UE CONTEXT RELEASE message to the source IAB-donor-CU.

17. The source IAB-donor-CU may release BH RLC channels and BAP-sublayer routing entries on the source path between source parent IAB-node and source IAB-donor-DU. 
The descendant node(s) can be also configured during this procedure via RRC. It may be happened after the SCTP association is established between the migrating IAB-node and the source IAB-donor-CU, i.e., in step 12. Such configuration is used to provide the new IP addresses assigned to it. After that, the descendant node can establish the SCTP association with the source IAB-donor-CU, and perform the F1-C/F1-U traffic transfer via the topology under the target IAB-donor-CU. 
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