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1 Introduction

CB: # 38_ProtocolSupport

- Agree a criticality-diagnostics-based mechanism which foresees providing criticality diagnostics information concerning the target side NG-C/S1-MME interface within a transparent container from the target RAN node to the source RAN node? E///

- Adopt a minimal signalling solution with a single IE in response message only, targeted at RACS only? Adopt one or both criticality solutions for further future proofing of the N2/S1 mobility scenarios (beyond RACS); both solutions would allow the source to be aware of issues with IEs in both the container as well as the signalling from the AMF/MME (it can be discussed further if this has value)? Qualcomm, Vodafone

- Focusing on the RAN node support of the capabilities for CN-based handover, with the assumption that the CN already supports it? For NG and S1 interface, add a new RACS IE with criticality set to “reject” in the source-to-target Transparent container and the Criticality Diagnostics in the target to source node failure transparent container? For NGAP/S1AP, add the descriptions on transparent container across the sender and receiver though a 3rd intermediate node in section 10.3.4.2? Huawei, China Unicom, China Telecom

(Qualcomm - moderator)
Summary of offline disc R3-215841
IMPORTANT NOTE TO THE READER: very late inputs to the questions are shown in italics. The casual reader should kindly note that such inputs were provided after the round 2 proposals. The moderator’s proposals for round 2 were meant as a reasonable and fair reflection of the situation at the time, but now may not appear so.
2 For the Chairman’s Notes

Three different approaches were proposed i.e.

1)
Remote Criticality Diagnostics

2)
Container-based Diagnostics

3)
Indicator of remote end use of RACS

The approaches were described, and their operation clarified. No consensus was reached on the evaluation of these approaches.
Topic to be continued, taking the inputs and discussion in this meeting as a starting point. The following points are recommended to be considered:

· Further analysis of the approaches (other approaches or refinements not precluded)

· Determine which RACS scenarios to cover e.g. only remote RAN support, or remote far-end (including CN and RAN)

· Continue to aim for a general solution, if possible, for RACS and other future use cases

· The possibility of solution combinations should not be discarded
3 Discussion

There are three different proposals on the table for discussion at this meeting [1,4,7]. Each of these provides CRs for NGAP and S1AP [2-3, 5-6, 8-9].

In the following, it is proposed first to clarify the operation of each of the approaches.

3.1 Approach#1: Remote Criticality Diagnostics

This approach is discussed in [1], with CRs in [2,3].

To summarize:

· A new Remote Criticality Diagnostics IE is introduced (based on the existing Criticality Diagnostics IE), which can be used in both successful and failure transparent containers (in both NG and S1APs) - in S1AP there is also a need to define the failure container

· The IE carries criticality information related to the “remote” interface i.e. target side message in NGAP/S1AP (HANDOVER REQUEST)

· The source can request this information so e.g. even in successful handovers, the target may provide information from previous handovers (which could have come from different source nodes)

Q1: Please provide any immediate comments or questions for clarification:

	Company
	Comment

	Huawei
	There are several issues to be further clarified.

As indicated in R3-215247, if the CN node already detects the target node not supporting RACS (taking RACS as example), the UE radio capability ID will not be included in the Handover Request message, then the target RAN node will not report this Remote Criticality Diagnostics IE to the source RAN node. 

And not understand the reason to include the Remote Criticality Diagnostics IE in the successful container? Also don’t understand “come from different source nodes”? here the other RAN node IDs will be included? 

	CATT
	We understand the intension of this approach is to provide a generic solution to let the source RAN node learn about the support of the features in the target node.

Similar concern with Huawei, this approach may not resolve the RACS capability issue if the CN node already detects the target node not supporting RACS, the UE radio capability ID will not be included in the Handover Request message, then the target RAN node will not be able to report this via Remote Criticality Diagnostics IE to the source RAN node. 
We also wondering whether need to include the Remote Criticality Diagnostics IE in the successful container? 

	ZTE
	The problems raised by Huawei should be clarified.

	Nokia
	This may be not a reliable method in case CN does not send the RACS ID as commented by Huawei. 

	Ericsson
	We would like to see a general mechanism introduced that can cover a specific range of interworking scenarios, i.e. those where the criticality on the remote interface is set to “reject” and where it is about the NG-RAN node support to be detected, not the CN node support.
For such class of scenarios the concept works.

The successful container is filled up with remote diagnostics information to allow provision of such information not only in unsuccessful cases. This was commented in previous meetings. The criticality information will be generated at least once in the non supporting node. this may be then provided towards other source nodes.

	
	


Moderator’s summary: A few issues have been raised that require clarification e.g.

· If the CN node already detects the target node not supporting RACS (taking RACS as example), the UE radio capability ID will not be included in the Handover Request message, then the target RAN node will not report this Remote Criticality Diagnostics IE to the source RAN node. 

· Not clear why the Remote Criticality Diagnostics IE is carried in the successful container.

· Not clear on the reference to “come from different source nodes”? i.e., will other RAN node IDs be included.

3.2 Approach #2: Container-based Diagnostics

This approach is discussed in [7], with CRs in [8,9].

To summarize:

· The Criticality Diagnostics IE is added to the failure transparent containers (in both NG and S1APs) – in S1AP there is also a need to define the failure container

· The IE carries criticality information related (in the moderator’s understanding) to the contents of the incoming transparent container

· An IE is added to the source-to-target container e.g. “RACS Usage Indicator”, with a criticality of “reject”.

· In [4] (and CRs) it is also proposed to modify section 10.3 in order to capture the handling of criticality, this would probably be relevant to [1,2,3]

Q2: Please provide any immediate comments or questions for clarification:

	Company
	Comment

	Huawei
	Thanks for good summary of this solution. 

About the 2nd bullet, Yes, The IE carries criticality information related to the contents of the incoming transparent container

	CATT
	We understand that this approach resolves the issue how the source RAN node can learn the RACS capability of the target RAN node via NG/S1 handover.

However, we are wondering whether the Assigned Criticality for the RACS Usage Indicator should be set to “Reject”.

If consider addressing for the capability of the other features, it seems more indicators like RACS Usage Indicator need to be introduced in the source to target container.

	ZTE
	Same concern on the Assigned Criticality of the IE RACS Usage Indicator.  Should it be set to “Ignore”?

	Nokia
	The solution assumes no scenario that target RAN support RACS, but target CN does not support RACS.  But we have a doubt, for example, the RAN is shared and one CN support RACS, but another CN does not support RACS.
Regarding to comments to CATT/ZTE, using “reject” is used to fail the HO procedure.  But this maybe not good if source RAN node also includes the radio capability.

	Ericsson
	We have changed the criticality of IEs set to “reject” to “ignore” at the last meeting, why do we introduce now IEs again with reject? I don’t understand.
In principle we object to proposals that introduce explicit feature support indicators on any interface.

	
	


Moderator’s summary: A few issues have been raised that require clarification e.g.

· Whether the Assigned Criticality for the RACS Usage Indicator should be set to “Reject”. 

· Case of shared RAN, where some PLMNs support RACS, but not others (i.e. gNB supports, but does not always receive)

· Confirm that first handover would fail even if radio capability information is provided

3.3 Approach #3: indicating remote end use of RACS

This approach is discussed in [4], with CRs in [5,6].

To summarize:

· The target RAN node includes a new IE (RACS Indication) in the target to source transparent container to indicate that “it is able to acquire the UE capabilities through reception of the UE Radio Capability ID” 

· This indicates also that the target is receiving the UE Radio Capability ID from the target CN

We also note that [4] states that for other use cases, the criticality options may be useful, and hence it proposes a combination of all solutions (this can be interpreted as having the above RACS Indication, and also non-RACS related generic criticality mechanisms either referred to container or far-end interface or even potentially both).

Q3: Please provide any immediate comments or questions for clarification:
	Company
	Comment

	Huawei
	Further clarification is needed. 

The solution is to include RACS Indication in the container carried in the HO Request ACK message. Since the handover is successful, and source RAN will know that the target node/CN will support RACS, then what is the value of this IE for the source RAN node? 



	CATT
	When target RAN node support RACS, it will include the RACS Indication in the target to source transparent container. And this will help the source RAN node to decide whether to include the UE Radio Capability in the RRC Container for the following-up handovers towards that node.

However we understand it’s not needed to describe when and how to set the RACS Indication in the CR [5][6]. Which means the procedure texts for the both CRs should be revised, only need to describe the behaviors of the source RAN node when it receives the RACS indication.

If consider addressing for the capability of the other features, it seems more Indications like RACS Indication need to be introduced in the target to source container.

	Qualcomm
	To the Huawei question: actually the point is that if the source does not know support of the target system, a reasonable way is to include at least some minimal capabilities in the first handover, not expect failure. Then handover should work in all cases, but the case of legacy node or RACS not sent from target CN will be flagged by lack of IE at target.

To CATT’s point, this can be discussed. Because this is a response message to the MME/AMF initiated procedure, it seems reasonable to write in the proposed way but for sure this can be considered as target side only.

	Nokia
	This solution seems reliable than other solution. The only issue is more indicator may need to be added in the future. Using bitmap may help. 

	Ericsson
	We object in principle the introduction of explicit feature indications on any interface. We have the criticality diagnostics approach to support interworking and that should be sufficient. This is also the approach our proposal.

	
	


Moderator’s summary: A few issues have been raised that require clarification (although part of them have been addressed) e.g.

· Since the handover is successful, and source RAN will know that the target node/CN will support RACS, then what is the value of this IE for the source RAN node. 

· It’s not needed to describe when and how to set the RACS Indication in the CR [5][6]. Which means the procedure texts for the both CRs should be revised, only need to describe the behaviors of the source RAN node when it receives the RACS indication)

· It seems more Indications like RACS Indication need to be introduced in the target to source container (possible use of bitmap?)
3.4 Analysis / comparison

Here we try to analyze the strengths and weaknesses of the approaches as related to possible application scenarios, and collect views on those. Note that the below is for discussion and should not be assumed to be a statement of fact.

Moderator observations for approach #1:

· Since it relies on new signalling in containers, detection of non-support only appears to be possible with upgraded RAN nodes, and also at least MME to handle failure container

· Does not seem to detect far-end non-support if the target AMF/MME does not support RACS (i.e. needs scenario of CN sending IE and RAN not comprehending).

Moderator observations for approach #2:

· As with #1, it seems to require upgraded RAN nodes, and also at least MME to handle failure container

· We assume that legacy nodes would not necessarily behave as described here, but this needs to be confirmed

· Unlike #1, does not rely on AMF /MME RACS signalling, so can operate in some scenarios where the radio capability ID is not sent from the target CN node

· However if the RAN supports RACS (but not the AMF), it has no reason to provide a criticality report relating to the IE, hence this scenario is not covered (unless reporting of the IE is expanded to cover not just “not comprehended” but also the case where the functionality is not possible for reasons not related to the node itself).

Moderator observations for approach #3:

· Detection of far-end lack of support does not require far-end upgrade (either RAN or CN)

· More generally no CN impact

· Assumes upgraded RAN nodes going forward (i.e. no upgrade means that legacy behaviour will continue from source side)

The moderator would like to invite comments / rebuttals etc on the above, including other aspects not covered here

Q4: Please provide your view of (1) whether the above are correct, and (2) whether the scenarios mentioned are / are not critical.

	Company
	Comment

	Huawei
	About approach 2, we confirm that this solution require to upgrade RAN nodes. 

But here important thing is that, as descried in 5357 below:

Proposal 1: The discussion should be mainly focusing on the RAN node support of the capabilities for CN-based handover, with the assumption that the CN already supports it. 
If the RACS feature (as an example) is to be supported, it should be assumed that the CN already enables the feature. Otherwise, if CN does not support it (e.g. without the UCMF), there is no any value for the RAN to support RACS. Also the discussion is triggered by SA2 LS, where only RAN node RACS support needs to be discussed. 

	CATT
	Generally, we would like to further confirm what issue should be resolved here, only to enable the source RAN node to learn about the RACS capability of the target RAN node during S1/NG based HO? Or seek for a generic solution to let the source node learn the capabilities of the target RAN nodes?

Views on each approach have been provided above.

	Qualcomm
	We believe the above observations are reasonable.

To Huawei’s point, our understanding is that we need to be looking for a general solution, and for example cannot necessarily assume RACS support in another system. But the point still remains that even to indicate non-support, approach 2 seems to require upgrade, i.e. legacy cannot be detected.

To CATT, our understanding from previous discussions is that primarily we are looking for solutions to the RACS problem (how does source find that target needs/does not need capabilities). However RAN3 also agreed a couple of meetings ago to look for some generic solution for similar type problems.

	ZTE
	Slightly prefer the approach#3.

	Nokia
	Approach #3 is slightly better, e.g. less changes, and no impact to CN

	Vodafone
	Agree with QC

	Ericsson
	approach 1 does not require any CN update either.
non support of AMF/MME was never the intention to detect. The RACS feature introduced interworking handling for non-supporting RAN nodes, not non supporting CN nodes.


Moderator’s summary: The analysis seems reasonable, and there also seems to be a preference for approach #3.
However, there are a couple of extra points that come out of this discussion:

· Whether scenario of non-support in the CN needs to be covered

· Whether we are looking for a RACS only solution or something that can be generalized?

The moderator’s view is that we should not rule out the first scenario (CN non-support, also because of the RAN sharing case). Regarding generality, indeed we have agreed to attempt a general solution, but it seems that the RACS case is quite specific once you check the details.
3.5 Way forward: initial views

At this point, the moderator would like to collect initial views on how to move forward. The main motivation for this is the observations and proposal in [4], specifically

Proposal 1: Enhance signalling in N2/S1 mobility scenarios as follows:

· Adopt a minimal signalling solution with a single IE in response message only, targeted at RACS only

· Adopt one or both criticality solutions for further future proofing of the N2/S1 mobility scenarios (beyond RACS); both solutions would allow the source to be aware of issues with IEs in both the container as well as the signalling from the AMF/MME (it can be discussed further if this has value).

Do you see merit in this type of combined approach? If not, what would be a preferred approach? 

Q5: Please provide any comments on how we may move forward in this topic, and whether you see any merit in the above proposal (or similar).
	Company
	Comment

	Huawei
	Our view is that combination solution can be considered. 

But before that, we should first clarify that only RAN node capability needs to be discussed here, not related to CN capability. 

And we would prefer to have first e.g., WA to include the criticality diagnostic in the target to source failure container, then discuss whether this should be used related to the far-end interface or source to target transparent container. 

	CATT
	We are open to discuss, it’s better to have a generic solution.

	Qualcomm
	We would also prefer a generic solution, but also to have a solution for RACS that detects legacy nodes (or legacy behaviour).

In our view neither of the criticality solutions solves the general RACS problem.

However for sure criticality solutions may be useful in other future scenarios, so we are ok to adopt one or both, but in addition to the indicator in the T-to-S container.

	ZTE
	Fine with the proposal, a generic solution is preferred.

	Nokia
	Ok for the first bullet. 
The 2nd bullet needs to be further discussed. For example, in case a future feature is similar as RACS, then the RACS-like method can still be used. So the 2nd bullet need to be justified. 

	Vodafone
	Agree with QC

	Ericsson
	We are really concerned with introducing explicit feature-level node capability indications. Where does this end? Please stick to the criticality mechanism.


Moderator’s summary: Based on the above comments, the moderator thinks that there is good understanding of the proposals, but it is not fully clear whether a combination of the solutions is required. 
3.6 Further clarifications (closure)
The below is reserved for proponents to optionally provide any further clarifications based on the questions and conclusions from 3.1 /3.2/3.3:
	Company
	Comment

	
	

	
	

	
	


3.7 Working assumptions

As a conclusion of the above discussion, the moderator would like to propose the following:

WA: The source needs to detect RACS operation at far end, and this depends both on RAN and CN support

WA: Approach #3 (signalling solution with a single IE in response message only) is adopted for RACS far end support detection in NGAP/S1 HO (CRs in R3-215248/R3-215249 may be taken as baselines for further work at the next meeting).
FFS: How to provide a generalized framework for other use cases, including whether to generalize this approach, or use one or both of the proposed criticality-based approaches.
Please indicate if you can support this way forward:
	Company
	Comment

	Ericsson
	As said, the first WA does not reflect our assumptions and #3 would introduce an explicit feature-level node capability which we cannot agree.

	Huawei
	The first WA means that we need to consider the CN capability. As commented above, this is not mentioned in the SA2 RACS LS, and this seems to us is a plausible use case (where CN does not support a feature, while RAN support). 
The 3# approach could work (thanks to the explanation above) for RACS. But we may suggest not to make it as WA since people may need to understand how #2 approach works (from my reading). If we have a far possible generic approach, then this particular RACS problem could be covered. 

	Qualcomm
	Regarding the comments from Ericsson on not having an explicit feature-level node capability, this would have been a useful point to make last week… the answer is that this is not the case, since the IE simply signals what is happening at the far end (received URC ID). This is not an explicit capability, any more than the criticality approach. If this is a concern, procedural text can always be fine-tuned.

To Huawei’s comment, we have no issue with enabling also a criticality-type solution for generality because the approach #3 in our view is very specific to RACS. It is just that the criticality approaches seem poor for the RACS use case for reasons already discussed (upgrades needed and fail to detect all use cases).
Regarding the concern about the proposed WA, actually this seemed almost consensual and setting it up as a WA rather than agreement seemed reasonable to us in order to recognize the concern from Huawei. In principle it seems perfectly possible (e.g. in RAN sharing, but also in general) that a RAN node supports the feature but does not necessarily receive the ID from the CN. 

	Vodafone
	We agree to the proposed way forward.

	
	


4 Conclusion, Recommendations [if needed]

If needed
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