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Introduction

 Through several critical discussions on the framework in the past, some progresses on the high-level principles and AI functional framework have been achieved, and the up-to date functional framework has been captured into the TR37.817 [1], as shown below:
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Figure 4.2-1: Functional Framework for RAN Intelligence

Left issues:

-Whether to Keep the model performance feedback arrow from model inference to model training using a dash line or together with some clarification text needs to be decided in the next meeting.

-FFS1 whether RAN is allowed to store user data and in which cases, the coordination across use cases need to be consistent.

-FFS2 whether and how to signal the metrics and validity time together with or as part of the inference output.

-FFS3 if the study assumes single vendor environment, e.g., if model payload is proprietary and if the model deployment/update procedure is proprietary.

However, several issues are still left to be discussed and clarified more, e.g., whether Model deployment/update or Model performance feedback is needed. To make the AI functional framework much integrity, and much more reasonable, in this contribution, we put forward our views on these left issues, and provide the corresponding TP. 
Discussion
Model Deployment /Update
Whether model deployment/update  is needed in the functional framework has been discussed several times. Currently, if we check the solutions to the AI-based use case studied in the RAN3, it can not be precluded that there is a potential scenario where Model training and Model inference are separately deployed in the different NW nodes. When model training and model inference together are located in the same network entity, there is no signaling impact to transfer the model related information from model training to model inference. But if model training and model inference are separately deployed, model related information should be transferred from model training and model inference. What specific information should be transferred depends on the ML learning implementations.

Besides, when model training function retrain/update the ML model, ML model in the model inference also needs to be updated synchronously. Then, model training should provide the updated ML to model inference, which means model update arrow shall be also kept in the functional framework.
Proposal 1: Model deployment/update arrow should be kept in the AI functional framework, and removed the FFS on the model deployment/update. 
Some companies in the last meeting indicated that model deployment/update should be limited to the single vendor. From our perspective, the AI functional framework here in the TR is to present the logical function for the AI operation process. Model deployment/update is an important step, and if Model Deployment/Update function was removed, the logic of AI functionality is broken, and it seems there is no functional relationship between model training and model inference, which obeys the intention of the AI functional framework. 

Observation 1:  If Model Deployment/Update function was removed, the logic of AI functionality is broken, and it seems there is no functional relationship between model training and model inference, which obeys the intention of the AI functional framework. 

Besides, it’s not necessary to add the condition to limit the model to the single vendor, which is not benefit for the further study for AI in RAN3. Again, the AI functional framework here in the TR is to present the logical function for the AI operation process. Keep the model deployment/update arrow without any limitation, for the completeness of the AI functional framework.

Proposal 2: Keep the model deployment/update arrow without any limitation, for the completeness of the AI functional framework. Add the statement for the figure “The figure describes the interaction between logical functions.”

Model Performance feedback
Whether model performance feedback arrow should be kept in the AI functional framework has also been discussed several times. The issue here is that some companies consider that feedback cannot be achieved until an action is taken. For this point, we agree that some feedback (e.g. network KPI, whether the handover strategy is good or nor, etc) need to wait the action is executed, and then can be achieved or calculated. But among the AI/ML use cases, there are some prediction tasks in the inference, e.g. load prediction/trajectory prediction. 

These prediction will be used to assist decision generation in the action function. For this kind of task, model inference function is responsible for the prediction, and also provides the model performance evaluation. Model inference function is able to get the actual data as the labels to compare with the prediction, and calculate the model performance. The mode performance can be transferred to model training indicating whether ML model in the model inference scenario is good or not.  Model performance feedback from model inference to model training should be kept in the AI functional, and the details are model performance for the prediction tasks.

Take the load prediction as an example, model inference executes the trained model using the historical load information, and then outputs the predicted load of the serving cell. The Actor will use the predicted load to generate the optimization decision. At the point of the decision execution, model inference obtains the real load information and evaluates the model performance, which reflects the ML model performance. 
Proposal 3: Model Performance Feedback from model inference to model training should be kept in the AI functional framework, and removed the FFS.

As we mentioned above, model performance feedback is beneficial for the ML prediction tasks. In addition, model performance feedback is to reflect whether the model trained is good or bad during the inference phase in the real scenario. In the real scenario, the trained ML model may not be suitable for ML inference based on the real data achieved. 

Observation 2: Model performance feedback is to reflect whether the model trained is good or bad during the inference phase.
Therefore, for the prediction task, it is reasonable for model inference to be responsible for model performance evaluation, and for the ML-generated decision task, the performance is transferred to the model training via data collection for model performance evaluation. For two different task, performance should be distinguished. Using a dash line as option is a compromise. 

Proposal 4: Using the dash line to depict the model performance feedback can be considered as an option.

Validity time and metrics
The validity time and metrics as output has been discussed in the solutions part. Validity time and accuracy depends on the ML model and specific use case. Whether validity time are needed indeed need to discussed case by case. There is no need to explicitly indicate them in the AI functional framework or high-level general principles.
Proposal 5: Whether validity time and are needed indeed need to discussed case by case. There is no need to explicitly indicate them in the AI functional framework or high-level general principles.

Accuracy level indication cannot be calculated/measured until the action is executed based on the prediction. In other word, when accuracy level indication can be calculated in the ML inference, the corresponding action have been executed based on the predicted information. So it is meaningless to transfer the accuracy level indication from model inference to action.

Proposal 6: No need to carry the accuracy indication information in the output from Model inference.
Proposal 7: Agree the corresponding TP is provided below.
3. Conclusion

It is proposed to approve the following proposals:

Proposal 1: Model deployment/update arrow should be kept in the AI functional framework, and removed the FFS on the model deployment/update. 

Observation 1:  If Model Deployment/Update function was removed, the logic of AI functionality is broken, and it seems there is no functional relationship between model training and model inference, which obeys the intention of the AI functional framework. 

Proposal 2: Keep the model deployment/update arrow without any limitation, for the completeness of the AI functional framework. Add the statement for the figure “The figure describes the interaction between logical functions. ”

Proposal 3: Model Performance Feedback from model inference to model training should be kept in the AI functional framework, and removed the FFS.

Observation 2: Model performance feedback is to reflect whether the model trained is good or better during the inference phase.
Proposal 4: Using the dash line to depict the model performance feedback can be considered as an option.

Proposal 5: Whether validity time and are needed indeed need to discussed case by case. There is no need to explicitly indicate them in the AI functional framework or high-level general principles.

Proposal 6: No need to carry the accuracy indication information in the output from Model inference.
4. References
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4
General Framework
Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)


4.1
High-level Principles 

The following high level principles should be applied for AI-enabled RAN intelligence:

The detailed AI/ML algorithms and models for use cases are implementation specific and out of RAN3 scope.

The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 

The input/output and the location of the Model Training and Model Inference function should be studied case by case.

The study focuses on the analysis of data needed at the Model Training function from Data Collection, while the aspects of how the Model Training function uses inputs to train a model are out of RAN3 scope.
The study focuses on the analysis of data needed at the Model Inference function from Data Collection, while the aspects of how the Model Inference function uses inputs to derive outputs are out of RAN3 scope.
Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.

The Model Training and Model Inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the AI/ML algorithm.   

The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the output from Model Inference.
An AI/ML model used in a Model Inference function has to be initially trained, validated and tested before deployment.
NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.

A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
User data privacy and anonymisation should be respected during AI/ML operation.
4.2
Functional Framework

Editor’s Note: Data Preparation aspects may be further refined
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Figure 4.2-1: Functional Framework for RAN Intelligence

This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1. For the functions and data/information flows shown in the Figure 4.2-1, whether there is any standardization impact and what is the standardization impact are discussed in clause 5. The figure describes the interaction between logical functions.
Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.  
Examples of input data may include measurements from UEs or different network entities, feedback from Actor, output from an AI/ML model.

Training Data: Data needed as input for the AI/ML Model Training function.

Inference Data: Data needed  as input for the AI/ML Model Inference function.

Model Training is a function that performs the ML model training, validation, and testing. The Model training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required. 

Model Deployment/Update: Deploy or update an AI/ML model from Model Training to Model Inference function where AI/ML model shall be running. 

Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions). The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required. 

Output: The inference output of the AI/ML model produced by a Model Inference function. 
Model performance feedback: The performance of the AI/ML model provided by Model inference to Model training that reflects the performance of AI/ML model for the certain prediction tasks.
Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.

Feedback: Information that may be needed to derive training or inference data or performance feedback.
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