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1	Introduction
After the last RAN3 meeting, there exist a few FFS aspects on the input data for the mobility optimization use case. Specifically, it remains FFS whether UE will provide predicted traffic to a NG-RAN node and whether NG-RAN nodes will provide QoS parameters of historical handed over UEs and UE performance information regarding an executed handover to their neighbours. 
In this contribution, we address the remaining FFS aspects and further discuss other topics. Specifically, we discuss the need to obtain trajectory information at a gNB to enable trajectory prediction. We also discuss the benefits of using AI/ML for predicting network performance before executing a baseline HO or triggering CHO. In case of CHO, we also discuss AI/ML for CHO MRO where the handover parameters controlling the preparation and execution phases of CHO are tuned for enhancing mobility performance. Finally, we proceed with some discussions on Data Collection aspects and the need for refinement of existing procedures. 
2	Addressing some Open Points
The Rel. 17 SI is RAN3 led and aims to introduce AI/ML intelligence in the RAN. However, RAN2 has not been part of the study. In our view, it is therefore reasonable to assume at this stage our work has limited RAN2 scope, i.e., AI/ML impact on air interface will be studied in Rel. 18 SI. Allowing a UE to provide prediction information to the RAN means that UE is AI/ML capable and it can create predictions. Given that this will be under discussion in upcoming RAN1/2 SI in Rel. 18, we do not support at this point to include such measurements in the scope of this study. 
Proposal 1: UE providing predicted UE Traffic to a NG-RAN node is out of RAN3 scope and as such it is not supported at this stage.    
Another open aspect is whether a NG-RAN node will provide QoS parameters of historical handed over UEs (e.g., loss rate, delay, etc.) to another NG-RAN node. This feedback information could be useful as it can help the source node to make better decision on target cell in case multiple candidate cells exist.
Proposal 2: RAN3 to support QoS information exchange between NG-RAN nodes to determine the best target cell for a given UE.
A final aspect is whether a NG-RAN node can provide information about performance of handed over UEs to neighbouring NG-RAN nodes. In our view, existing measurements (e.g, throughput) on UE performance could be sent to a NG-RAN node to determine the performance of UE during/or after the handover.
Proposal 3:  A UE can provide to network existing performance measurements, e.g., throughput, that can characterize the performance of the UE during/or after the handover.
3	Obtaining Trajectory Information
Predicting UE trajectory by the network would be beneficial for the prioritized use cases for energy saving, load balancing, and mobility management. This is because these use cases require decisions to be taken which will have an impact on e.g. the UE radio conditions, available service for a UE, or on the upcoming load situation in a cell in an NG-RAN node or on a frequency layer. Trajectory prediction may be a key factor in optimizing early data forwarding, especially for CHO [1]. It was agreed in [1] also that a gNB can perform UE trajectory prediction after receiving necessary input from UEs and from neighbouring NG-RAN nodes. 
Figure 1 illustrates an example of trajectory prediction. An ML algorithm providing trajectory prediction information could generate in the output an expected/predicted UE trajectory given an input that the UE has followed a certain path so far. Therefore, the input of Model Inference of a Trajectory Prediction ML algorithm may be: 
a) The observed UE's trajectory T1 until the UE reaches a point A, which may comprise a list of visited cells on which the UE camped on in idle mode, or to which the UE was connected, and
b) Radio measurements reported by the UE or performed by the network. 
The output of Model Inference will correspond to prediction information related to a trajectory which is denoted by T2p in Figure 1.     


[bookmark: _Ref85547526]Figure 1 Trajectory Prediction Example
Observation 1: Predicting UE trajectory would be beneficial for the use cases of energy saving, load balancing and mobility management.
AI/ML trajectory prediction model can be trained at a gNB (gNB-CU). A gNB (gNB-CU) can receive information, e.g., related to UE History, to train and subsequently execute an AI/ML trajectory prediction model. As another alternative, AI/ML trajectory prediction model can be trained in the OAM and executed in the gNB (gNB-CU).  
Proposal 4: An AI/ML trajectory prediction model can be trained in the OAM or in a gNB. In case of split architecture, Model Training can take place at the gNB-CU.
Proposal 5: An AI/ML trajectory prediction model can be executed in a gNB. In case of split architecture, Model Inference can take place at the gNB-CU.
Trajectory prediction can be calculated using either UE location information provided by the network or location information provided by the UEs. It is true that network can obtain UE location information from a UE assuming that the UE is configured and willing to provide it. However, UEs are not mandated by the network to provide location information and therefore relying on this for the purpose of trajectory prediction can be unreliable. If there are not enough UEs to provide location information, training will take a very long time to complete.   
Observation 2: Relying on UE location information to calculate UE trajectory prediction may not be a reliable method.
On the other hand, a limited form of trajectory information (on cell and radio measurement level) is already supported in legacy networks. Using this information, a limited form of trajectory prediction (of the next step) can be achieved by analysis of the UE's mobility history, e.g. gathered information about the cells the UE visited or camped on, as well as locally available information, in particular radio measurements provided by the served UE. The UE's mobility history is sent from the UE to the network when the UE enters RRC connected state, and is forwarded to further serving base stations during handover preparation signalling in case of connected mode mobility. This information contains a list of earlier serving cells and a list of cells on which the UE has camped on. The list of cells identifies the base stations controlling these cells. Thus, in legacy networks a base station may select the first target node/cell for outcoming handovers based on this information, but it will not have visibility of whether it performed an optimal choice taking into account further UE mobility beyond this first target cell. 
Observation 3: Limited trajectory prediction can be supported in legacy networks by using UE history information from neighbour NG-RAN nodes. 
Enabling a NG-RAN node to obtain not only information about the next cell change (handover or cell-reselection), but also UE  mobility information over a number of cell changes a UE makes into the future, can give network an enhanced view of UE trajectory which can be used to improve HO related actions. 
Proposal 6: Study solutions to obtain data for trajectory prediction of a given UE for a number of cell changes.
One simple way of obtaining trajectory information over a number of cell changes, to be used for the training phase of an ML algorithm at the gNB (gNB-CU), is to mandate each of the gNBs that have served a UE to inform all previous serving gNBs where the UE was connected/camped on about UE mobility information, e.g., visited cell/radio measurements. However, it is likely that only a minority of gNBs will require such training information. Therefore, systematically sending this information would introduce a lot of extensive signaling and would not be preferable. A first requirement for a trajectory prediction solution should therefore be that UE mobility information for training purpose is only sent to gNBs that request such information. A second requirement is to obtain information on UEs that camped in idle mode on cells under the gNB.
Proposal 7: Capture requirements for trajectory prediction solution in TR 37.817. 
4	Predicting network performance before triggering handover 
The configuration of a network node may be done by OAM. The UE capability may comprise access stratum or radio capability, e.g., physical layer related band and band combinations, carrier aggregation, supported modulations, e.g., 1024 or 256 QAM, channel bandwidths for FR1 and FR2, MAC related capabilities, e.g., configured grant, uplink skipping, DRX, logical channel prioritization, etc. The UE radio capability or UE access stratum capability describes how a UE signals its capabilities in different structures where each capability parameter is defined per UE, per duplex mode (FDD/TDD), per frequency range (FR1/FR2), per band, per band combination. Some UE capabilities are always defined per UE such as for SDAP, PDCP and RLC parameters, while some other are not always defined e.g., MAC and PHY parameters. The UE access stratum and radio capability may comprise tens or thousands of octets of information e.g., typically 20-30 K going upwards to even 75 -80K octets for a powerful UE supporting most or all of the features in the specifications. A gNB can decode the UE capability and generate a UE configuration, comprising UE access stratum or UE radio configuration.  

UE access stratum and radio configuration may comprise for instance a conditional configuration. Such conditional configuration can be used for conditional handover, dual connectivity configuration e.g., for dual connectivity establishment, a conditional PSCell addition or change configuration e.g., for dual connectivity establishment and secondary cell mobility, a bandwidth part configuration, to name a few. The gNB may provide the UE configuration to the UE over Uu interface. 

The UE configuration may be UE specific and a gNB may serve different UEs with different features differently. So, for example, UEs that belong to a certain slice or UEs with common UE capabilities (e.g., identified by their radio capability) may receive similar service by the network. 

Observation 4: UE Configuration may be UE specific, so that a certain gNB serves differently different UEs.

The UE configuration may also be cell specific so that the network serves differently cells with different features e.g., pertaining to mobility features such a conditional handover, carrier aggregation etc.

Observation 5: UE Configuration may be cell specific, so that a certain gNB serves differently different UEs belonging to a cell.

In the current handover procedure, the target gNB inspects a UE configuration provided by the source gNB and a UE capability. The target gNB generates a UE configuration which may be based on features of cells served by the target network node and possibly time-dependent factors of cells served by the target gNB e.g., related to load, congestion, power saving mode, etc. The target gNB provides the source gNB with the UE configuration which is in turn forwarded by the source gNB to the UE. However, this is done after the handover preparation is initiated by the source gNB towards the target gNB (and after reception of the handover request acknowledgement) and doesn’t allow the source gNB to predict in advance (before sending the handover request to a specific target gNB) the UE configuration that could be provided by the target gNB. 

[bookmark: _Hlk85776852]Observation 6: Current handover procedures do not allow the source gNB to predict in advance the UE configuration that a UE will receive at the selected target gNB.

The UE configuration can be seen mathematically as a convolution of UE capability and a network node transfer function. Given the large UE capability set, a diverse use case as well as the diverse network deployments, the number of possible UE configurations could potentially run into millions of combinations. For example, a conservative estimate yields already a million combinations of 1000 worldwide UE capabilities * 100 network deployments (arrangements of network nodes, number of component carriers, antenna configurations, transmission power, power saving, etc.) * 10 service types (e.g., subscription types).

Machine learning is a suitable tool to handle big amounts of any type of data in extremely efficient ways unlike traditional systems. Therefore, using of Machine Learning techniques to learn the footprint of a network node to allow for intelligent prediction of network and UE performance by another network node can be a suitable way. 

Proposal 8: A gNB (gNB-CU) can train and execute an ML model to determine which UE configuration it will provide to its UEs and in this way estimate its network performance.  

A gNB can run inference on its network performance estimation to determine which performance different groups of UEs will receive if they are handed over to this gNB. Providing this information to all possible source gNBs for this target, can help the source gNBs make an informed decision as to which gNB a UE should be handed over and to anticipate the handover performance, namely whether the handover will succeed or not, whether some of the PDU sessions will fail to be admitted, etc.

In case the source gNB has multiple possible target gNBs for handover, all satisfying radio conditions, the source may estimate the UE configuration at each candidate target gNB and make a more informed decision on the target node. This could also help to improve CHO preparations to the best possible candidate target cells. This can save unnecessary resource reservations to target gNBs that are not selected finally by the source gNB as well as unnecessary signaling to release the resources through handover cancellation messages.

Proposal 9: A gNB provides its neighbours with a network performance prediction information that UEs will observe when they are handed over to it.

5	AI/ML for CHO MRO 
AI/ML can be used to optimize the MRO algorithm under a CHO handover. In CHO-MRO the source cell can strive to minimize preparation time and in-vain preparation. This corresponds to analysing a tradeoff between robustness and signaling overhead associated with CHO preparation. The impact of in-vain preparation at different target gNBs may not be the same, depending on their load situation, number of concurrent CHO preparations, proportion of in-vain preparations compared to successful, etc. Without any cost information measuring the impact, namely how painful or how long preparation time is for a specific target gNB, a source gNB may only assume that the costs are the same for all candidate Target gNBs. This may not be the case due to different implementations in multi-vendor cases. Therefore, it is possible that a prepared handover may have higher impacts at a given target gNB as opposed to another. Also, the time of the preparation (time for which it has reserved resources for CHO) may be perceived differently at different gNBs.
To reflect this information, it is possible that each candidate target gNB sends to the source gNB a cost for conditional handover preparation (resource reservation or the time for which resources were reserved for CHO). The cost can be sent from the actual target gNB upon a handover completion or upon releasing the resources.
Proposal 10: A prepared Target gNB sends cost information for conditional handover preparation to source gNB in case of CHO to reflect the different impacts of the preparations at different gNBs. 
Costs and Rewards are essential inputs to Reinforcement Learning, since they are part of the feedback the Agent receives when it takes an Action. The goal of a Reinforcement Learning problem is to have the Agent maximize a long-term reward (or minimize a long-term cost). At each state, the Agent uses a policy and takes an action. As a consequence, it receives an immediate reward/cost which may have “good” values or “bad” values depending on the experience after taking the action.
Some cost(rewards) examples that relate to Conditional Handover (CHO) use case are described next.
1. Rewards can be calculated at a gNB when an event is successful: In such a case, a gNB sends a reward (negative cost) when a Handover or Conditional Handover is successful. 
1. Costs can be calculated at a gNB when an event is not successful: In such a case, a gNB sends a reward (positive cost). This can be the case when a CHO fails. Another possibility is to assign a smaller cost for cases that are undesirable, but that did not lead to a failure. This could be the case when a CHO is configured at a candidate Target gNB, but the execution condition is not met for some UE.  
  
There are several options on what the exact value of a cost or reward can be and this depends on the optimization criterion and the use case. If the objective is to maximize the number of successful CHOs, then the reward can be the number of successful handovers per action (e.g., per number of configured cells). In some other case, the objective may be to minimize the impact of a CHO preparation at a Target gNB. In such a case the cost could be an internal load, related to CHO. Some other alternatives could be to equalize in the network the time duration of CHO reservations by different source gNBs. In this latter case, the cost can be calculated as the time difference between the time duration of CHO reservations by a given source gNB towards a given Target gNB minus the respective time duration of the CHO reservation by other sources. This can provide information to a source gNB about how much longer (or shorter) with respect to other source gNBs its CHO reservations are towards a Target gNB. 

Proposal 11: RAN3 to study how to define costs or rewards and exchange of those between neighbours in a standardized way. 

6	Data Collection Refinement

One of the agreements of the AI/ML Rel. 17 SI was the following: “Reuse the existing procedures for SON/MDT as the baseline for data collection or SON related use case where it fits. And additional enhancement/new signaling is studied when needed.”. SON/MDT framework can be a powerful framework for collecting measurements for ML training from a set of UEs. However, existing management-based MDT mechanisms define a coarse way of collecting measurements from UEs residing at a given area (with a minimum granularity of a cell). When measurements need to be targeted towards a finer granularity (e.g., over a cell border), existing data collection mechanisms would request unnecessary UE measurements from all UEs in a cell.
Observation 7: SON/MDT framework provides a method for data collection with a minimum granularity of a cell. 
However, this could potentially lead to a massive number of measurements provided by UEs at a given region, e.g., tracking area, routing area, location area.
For example, for training an AI/ML Mobility or Energy Saving algorithm it is very likely that the UEs from which measurements are needed reside at the cell border. Management-based MDT does not have the capability to obtain measurements limited to those UEs. Management-based MDT configuration cannot currently limit the UEs to report to the network for example RSRP values that are within a range indicating that a UE is at the cell border e.g. in the range of noise level. This could assist a more focused measurement collection that could limit the amount of requested information.  
Proposal 12: RAN3 to extend management-based MDT Configuration to enable more focused measurement collection over a finer area granularity than that of a cell. 
7.	Conclusion
We make the following observations and proposals:
Proposal 1: UE providing predicted UE Traffic to a NG-RAN node is out of RAN3 scope and as such it is not supported at this stage.  
Proposal 2: RAN3 to support QoS information exchange between NG-RAN nodes to determine the best target cell for a given UE.
Proposal 3:  A UE can provide to network existing performance measurements, e.g., throughput, that can characterize the performance of the UE during/or after the handover.
Observation 1: Predicting UE trajectory would be beneficial for the use cases of energy saving, load balancing and mobility management.
Proposal 4: An AI/ML trajectory prediction model can be trained in the OAM or in a gNB. In case of split architecture, Model Training can take place at the gNB-CU.
Proposal 5: An AI/ML trajectory prediction model can be executed in a gNB. In case of split architecture, Model Inference can take place at the gNB-CU.
Observation 2: Relying on UE location information to calculate UE trajectory prediction may not be a reliable method.
Observation 3: Limited trajectory prediction can be supported in legacy networks by using UE history information from neighbour NG-RAN nodes. 
Proposal 6: Study solutions to obtain data for trajectory prediction of a given UE for a number of cell changes.
Proposal 7: Capture requirements for trajectory prediction solution in TR 37.817.
Observation 4: UE Configuration may be UE specific, so that a certain gNB serves differently different UEs.

Observation 5: UE Configuration may be cell specific, so that a certain gNB serves differently different UEs belonging to a cell.

Observation 6: Current handover procedures do not allow the source gNB to predict in advance the UE configuration that a UE will receive at the selected target gNB.

Proposal 8: A gNB (gNB-CU) can train and execute an ML model to determine which UE configuration it will provide to its UEs and in this way estimate its network performance.  
Proposal 9: A gNB provides its neighbours with a network performance prediction information that UEs will observe when they are handed over to it.
Proposal 10: A prepared Target gNB sends cost information for conditional handover preparation to source gNB in case of CHO to reflect the different impacts of the preparations at different gNBs.
Proposal 11: RAN3 to study how to define costs or rewards and exchange of those between neighbours in a standardized way.
Observation 7: SON/MDT framework provides a method for data collection with a minimum granularity of a cell.
Proposal 12: RAN3 to extend management-based MDT Configuration to enable more focused measurement collection over a finer area granularity than that of a cell.
References
[bookmark: _Ref75086397][1]	3GPP TR 37.817, “Study on enhancement for Data Collection for NR and EN-DC”, Rel. 17	 
Annex - TP for TR 37.817
5.3.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
Considering the locations of AI/ML Model Training and AI/ML Model Inference for mobility solution, following two options are considered: 
1. The AI/ML Model Training function is deployed in OAM, while the Model Inference function resides within the RAN node 
1. Both the AI/ML Model Training function and the AI/ML Model Inference function reside within the RAN node

Furthermore, for CU-DU split scenario, following option is possible:
1. AI/ML Model Training is located in CU-CP or OAM, and AI/ML Model Inference function is located in CU-CP
For the AI/ML Mobility Use Case, a gNB can train and execute an ML model to determine which UE configuration it can provide to its UEs. In this way, it can estimate its network performance for UEs being handed over to it.    
Trajectory prediction is an enabler for the Mobility Optimization use case. The following options are considered for trajectory prediction:
1. Model Training for trajectory prediction is located inside OAM or inside a RAN node
1. Model Inference for trajectory prediction is located inside a RAN node  
Furthermore, for CU-DU split scenarios, Model Training is located inside OAM or inside gNB-CU and Model Inference is located inside the gNB-CU.  
The study should consider solutions to obtain data for trajectory prediction of a given UE beyond the next cell change. The study should also capture the requirements for trajectory prediction, namely the trajectory prediction solution should:
1. Restrict the amount of mobility history information only to gNBs that have requested such information
1. Allow to obtain information on UEs that camped also in idle mode on cells under the gNB.

5.3.2.1 AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node
Step 1: The RAN is assumed to have in use a trained AI/ML model for inference
Step 2. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, e.g.  UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 3. According to the prediction, recommended actions or configuration are executed for Mobility Optimization.
5.3.2.2 AI/ML Model Training and AI/ML Model Inference in NG-RAN node



Figure 5.3-1: Model Training and Model Inference both located in RAN node
Step 1. NG-RAN node1 configures the measurement information on the UE side and sends configuration message to UE including configuration information.
Step 2. UE collects the indicated measurement, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3. UE sends measurement report message to NG-RAN node1 including the required measurement.
Step 4. Model training. Required measurements are leveraged to training ML model for mobility optimization.
Step 5. NG-RAN node1 obtains the measurement report as inference data for real-time UE mobility optimization.
Step 6. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, including e.g., UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 7. According to the prediction, recommended actions are executed for Mobility Optimization. NG-RAN node1 may send the predicted mobility optimization solution to NG-RAN node2.

5.3.2.3 Input data
The following data is required as input data for mobility optimization.
Input Information from UE: 
1. FFS UE historical location information from MDT, e.g., Latitude, longitude, altitude, cell ID
1. Radio measurements related to serving cell and neighbouring cells associated with UE location information, e.g., RSRP, RSRQ, SINR
1. UE historical serving cells and their locations
1. Moving velocity
1. FFS predicted traffic

Input Information from the neighbouring RAN nodes: 
1. UE’s successful handover information in the past and received from neighboring RAN nodes
1. UE’s history information from neighbor
1. Position, resource status, FFS QoS parameters of historical HO-ed UE (e.g., loss rate, delay, etc.)
1. Resource status and utilization prediction/estimation
1. SON Reports of handovers that are successful, too-early, too-late, or handover to wrong (sub-optimal) cell 
1. FFS Information about  theexisting performance measurements of handed over UEs (e.g., throughput)
1. Estimated Network Performance (if the neighbour RAN node is a Target gNB)
1. Cost of CHO Handover preparation e.g., reflecting the impact in terms of preparation time 

Input Information from the local node: 
1. UE trajectory prediction output (will be used by the RAN node internally)
1. Local load prediction 

If existing UE measurements are needed by a gNB for AI/ML-based network energy saving, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
MDT framework can be extended to enable more focused measurement collection allowing measurement collection granularity smaller than that of a cell.  

5.3.2.4 Output data
1. FFS UE trajectory prediction (Latitude, longitude, altitude of UE over a future period of time)
1. Estimated arrival probability in CHO and relevant confidence interval
Predicted handover target node, candidate cells in CHO, may together with the confidence of the predication
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