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1	Introduction
 In RAN3 #113-e, the following agreements were made: 
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.   
The following solutions can be considered for supporting AI/ML-based load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 

In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
Other possible locations of the AI/ML Model Training and AI/ML Model Inference are FFS.  
In this contribution, we discuss related standardization impacts of AI/ML Load Balancing. We discuss some open points from the last meeting and further elaborate on the standardization impacts of the load balancing use case, related to obtaining load predictions from neighbouring nodes.  
2	Discussion
Load Balancing aims to control the network load so that network distributes traffic evenly among the cells and among areas of cells. The traffic from the more loaded cells or carriers is sent to less loaded cells/carriers to make the network resources more equally loaded or “balanced”. This can be achieved by controlling the handover parameters and hence direct the traffic accordingly in connected mode, or by idle mode parameters for carrier selection. Optimizing Load Balancing can help the network improve system capacity. Load balancing is supported in NR through a) Load Reporting, b) Load Balancing actions of Handovers c) Adapting Handover Configuration and d) Adapting idle mode parameters. Especially load reporting can be useful at a neighbouring gNB to help it decide whether traffic should be offloaded or not.  

2.1. AI/ML location solution in split architecture 
In CU/DU split architecture, load can be calculated by the gNB-DU. Information about the predicted gNB-DU load at the gNB-CU can be useful to the other nodes for taking, for instance, Handover or Energy Saving decisions. There exist three possibilities:
1) gNB-DU reports load predictions to gNB-CU: In this case, each gNB-DU predicts its own load and reports it to the gNB-CU. The benefit of this approach is that the amount of information that is needed over F1 interface is limited to load predictions. In addition, this approach can leverage on internal information at the gNB-DU (could be vendor specific) to obtain more accurate load predictions. On the other hand, it would require gNB-DUs to be able to run Model Inference to obtain load predictions and have a trained ML Model available. 
2) gNB-DU reports load information to its gNB-CU. gNB-CU calculates the load predictions for different gNB-DUs it manages: In this case, the amount of load information that needs to be communicated from gNB-DU to its gNB-CU will be much higher, in order to enable the gNB-CU to make load predictions with sufficient statistical certainty. gNB-CU will need to be able to process a large amount of information to produce the predictions. Such approach would extensively increase the load over F1 interface and would further require high processing capability at the gNB-CU. On the other hand, in this case, no assumption needs to be made on ML Model availability at a gNB-DU.
3) Hybrid solution allowing for coexistence of option 1 and option 2 where some gNB-DUs report legacy load measurements and some gNB-DUs provide predictions: This option may reduce the total amount of load measurements that need to be reported from gNB-DUs to their gNB-CU by allowing some gNB-DUs to also report load predictions. Therefore, this solution provides flexibility by allowing a part of the gNB-DUs to provide directly load predictions to their gNB-CU. At the same time, this solution is more flexible since it does not mandate all gNB-DUs to run ML Inference. 

Observation 1: Reporting of load information from a gNB-DU to its gNB-CU so that the latter can predict gNB-DU load may be costly.
 
Observation 2: Reporting of load predictions from a gNB-DU to its gNB-CU may reduce the amount of information that needs to be sent over F1 and can leverage on internal information at the gNB-DU to provide more accurate predictions, but it requires gNB-DUs to be capable to run Model Inference.

Proposal 1: A hybrid solution which allows some gNB-DUs to report legacy load measurements and some gNB-DUs to provide predictions is a preferred solution since it provides a balance between the amount of required load information over F1 and the requirements for gNB-DUs to run Model Inference.   

To enable the production of load predictions by a gNB-DU under the hybrid solution, a gNB-DU should be capable to run Model Inference. If Model Training at the gNB-DU is needed, online training can be used.

Proposal 2: For the Load Balancing use case, Model Inference may run at a gNB-DU. 

Proposal 3: For the Load Balancing use case, online Model Training is allowed at the gNB-DU.

[bookmark: _Hlk71150375]2.2. Load prediction information exchange between gNBs 

As agreed from last RAN3 meeting, a gNB can request load predictions from its peer gNBs. Current XnAP Resource Status Reporting can be used by a gNB to request reporting of load measurements from another gNB.  Resource Status can be requested from a gNB-CU to a gNB-DU it manages also over F1AP in which case gNB-DU reports to its gNB-CU load information.

There can be different approaches on introducing transmission of load predictions in the RAN between different peer entities. 

a) Extend existing Resource Status Reporting to allow reporting of predicted load: One possible solution is to extend Resource Status Reporting procedure by introducing an IE that reflects predicted load information. 
b) Introduce a new procedure to allow reporting of predicted load: In this solution, a new procedure can be defined. 

For the different prioritized use cases under study in RAN3, there have been several agreements to exchange between neighbours, predictions of various types of information, e.g., load prediction, energy prediction, trajectory prediction to name a few. It therefore seems reasonable to introduce a new unified procedure that could be used for exchanging all the necessary predictions, including load. 

Observation 3: It seems useful to introduce a new XnAP procedure to exchange load predictions between neighbours. 

Proposal 4: Introduce a new XnAP Prediction Status procedure by which a gNB can request load predictions from a neighbouring gNB.

Also, in case of solution 3) where a gNB-DU is able to run Model Inference, a gNB-CU may send a request for Load Predictions to the gNB-DU, if for example predicted PRB load is requested. 

Observation 4: If Model Inference is located at the gNB-DU, then a new F1AP procedure will be useful to allow  gNB-CU request load predictions from this gNB-DU.

Proposal 5: In case of split architecture where load predictions through Model Inference can be calculated by a gNB-DU, a gNB-CU can request those load predictions through a new F1AP Prediction Status procedure. 
 
A request for load predictions can be sent in one shot or periodically.
 
Proposal 6: Load Predictions are sent to the requesting gNB when they become available, periodically or in a one-time transmission.

The calculated Load Predictions can be sent to the requesting gNB when available. The procedure initiating the reporting of Load Predictions between neighbouring gNBs is illustrated in Figure 1.





[bookmark: _Ref85103704]Figure 1 Prediction Status Reporting initiation

An gNB can report load predictions through a PREDICTION STATUS UPDATE message if predictions are periodic as shown in Figure 2.  



[bookmark: _Ref85104552]Figure 2 Prediction Status Reporting, periodic measurements

A gNB can send to its neighbour a Prediction Status Request message through which it requests from the neighbour Load predictions. If a gNB has one-time load predictions, it can send the results in a Prediction Status Response message. If predictions are produced in a periodic fashion, the gNB can report those periodically through periodic Prediction Status Update messages. Validity time of a prediction can be indicated implicitly through the time period between two consecutive Prediction Status Update messages. A Prediction Status Update message is sent when the previous prediction becomes invalid.

Proposal 7: Validity time of a prediction can be indicated implicitly at Model Inference by sending a new prediction which replaces the previous (prediction becomes invalid).

In addition, the request for predictions may include an accuracy requirement that the requested predictions should satisfy. This is because the entity requesting predictions may have accuracy requirements which when not satisfied render the prediction unusable. There are multiple definitions of accuracy, confidence interval (and confidence level) being an example. 

Proposal 8: The request message for Load Predictions may include accuracy requirements regarding the requested information, e.g., in terms of a confidence interval or confidence level.

In certain cases, it is possible that a prediction cannot be calculated. This can be the case for example if there are not sufficient resources available or if the requested accuracy is not met. In such cases, a gNB receiving the Prediction Status Request message for load predictions can send an error indication as a response to the request.

Proposal 9: In case a gNB is unable to provide the requested load predictions, it may indicate its inability to the requesting gNB. 

We finally propose to agree the TP provided in the annex of this contribution.

Proposal 10: Agree the TP for TR 37.817 provided in the Annex. 

3	Conclusion
We make the following observations and  proposals:

Observation 1: Reporting of load information from a gNB-DU to its gNB-CU so that the latter can predict gNB-DU load may be costly.
 
Observation 2: Reporting of load predictions from a gNB-DU to its gNB-CU may reduce the amount of information that needs to be sent over F1, but requires gNB-DUs to be capable to run Model Inference.

[bookmark: _Hlk85705402]Proposal 1: A hybrid solution which allows some gNB-DUs to report legacy load measurements and some gNB-DUs to provide predictions is a preferred solution since it provides a balance between the amount of required load information over F1 and the requirements for gNB-DUs to run Model Inference.   

Proposal 2: For the Load Balancing use case, Model Inference may run at a gNB-DU. 

Proposal 3: For the Load Balancing use case, online Model Training is allowed at the gNB-DU.

Observation 3: It seems useful to introduce a new XnAP procedure to exchange load predictions between neighbours. 

Proposal 4: Introduce a new XnAP Prediction Status procedure by which a gNB can request load predictions from a neighbouring gNB.

Observation 4: If Model Inference is located at the gNB-DU, then a new F1AP procedure will be useful to allow  gNB-CU request load predictions from this gNB-DU.

Proposal 5: In case of split architecture where load predictions through Model Inference can be calculated by a gNB-DU, a gNB-CU can request those load predictions through a new F1AP Prediction Status procedure. 
 
Proposal 6: Load Predictions are sent to the requesting gNB when they become available, periodically or in a one-time transmission.

Proposal 7: Validity time of a prediction can be indicated implicitly at Model Inference by sending a new prediction which replaces the previous (prediction becomes invalid).

Proposal 8: The request message for Load Predictions may include accuracy requirements regarding the requested information, e.g., in terms of a confidence interval or confidence level.

Proposal 9: In case a gNB is unable to provide the requested load predictions, it may indicate its inability to the requesting gNB.

Proposal 10: Agree the TP for TR 37.817 provided in the Annex. 

Annex - TP for TR 37.817
5.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
The following solutions can be considered for supporting AI/ML-based load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 

In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
· AI/ML Model Training is located in the gNB-CU and AI/ML Model Inference is located in the gNB-DU if the latter can run an ML Model. In this case, a gNB-CU can train an ML Model using both legacy load measurements from some of the gNB-DUs it manages as well as load predictions obtained from Model Inference running in the rest of the gNB-DUs.

Other possible locations of the AI/ML Model Training and AI/ML Model Inference are FFS.  
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.
· Introduce a new XnAP procedure by which a gNB can request load predictions (among other predictions) from its neighbours.   
In case of split architecture, a gNB-CU can request load predictions from a gNB-DU it manages, who runs AI/ML Inference, through a new F1AP procedure. 
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.

Load predictions are sent to a requesting node either at one-time transmission or periodically. An example of this procedure is illustrated in Figures 5.2-1 and 5.2-2 respectively. 


5.2.2- 1 Prediction Status Reporting initiation
 



5.2.2- 2 Prediction Status Reporting, periodic measurements
 
Periodic reporting can be used to implicitly indicate a validity time for a load prediction. This can be done by sending a new prediction through a Prediction Status Update message when the previous prediction is considered invalid. 
The request for load predictions may include an accuracy requirement that the returned load prediction should satisfy, e.g., in terms of a confidence interval or confidence level.  
If a gNB is unable to provide the requested load predictions, it may indicate its inability to do so to the requesting gNB.
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