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1. [bookmark: _Ref174151459][bookmark: _Ref189809556]Introduction
In R16, IAB intra-donor migration has been specified, and in the R17 the scenario has been extended to inter-donor migration which is the key feature of the IAB R17. After discussion by several e-meetings, the procedure of the IAB inter-donor migration becomes more and more clear, and some phased agreements have been achieved in the previous RAN3 e-meetings.
In this contribution, some aspects for IAB inter-donor migration are further discussed, including IP address management, and the routing and bearer mapping for the boundary IAB-node and target donor DU.
2. Discussion
IP address management
In last RAN3 113-e meeting [1], several following agreements had been achieved for IP address management. However, there still some issues remain FFS and should be addressed in this meeting.
	For the boundary node, the following is supported for the IP addresses assigned by CU2 (target CU):
· Assignment: assignment of address(es) from CU2 network that replace address(es) from CU1 (source CU) network.
· Addition: assignment of additional addresses from CU2 network, after inter-donor migration/inter-donor topology redundancy setup.
· inter-donor RLF recovery cases are FFS
· Replacement: an address from CU2 network is replaced by another address from CU2 network.
· Procedures to be used are FFS
· Release: an address from CU2 network is released.
The node initiating the execution of the above functionalities is
· Assignment: CU1. 
· Clarification: CU1 initiates the assignment via an RRC container as part of Xn signalling 
· Addition: the boundary node.
· Replacement: CU2.
· Release: CU2. 
· It is FFS if the Release procedure can be triggered by the boundary node
· Note: procedures are not within scope of this proposal, only the initiating node is
For network-based IP address allocation, the existing XnAP HO signalling be used for carrying the RRC containers for IP address assignment to the boundary node.
WA: For no IPsec/IPsec transport mode, the source CU can be notified via F1AP signalling about the network IP addresses assigned to the boundary node by CU2.
FFS if CU1 needs to know the outer IP addresses for IPSec tunnel mode
Xn based signalling can be considered if benefits can be proven/agreed
No dedicated signalling is needed to enable coupling of IP addresses in CU1 and CU2 networks.


For IP addresses addition, the boundary IAB-node may also trigger the addition request to CU2 for the inter-donor RLF recovery cases. In addition, the unify procedure can be designed for the addition request for inter-donor migration/inter-donor topology redundancy setup/inter-donor RLF recovery cases. Since after migration/recovery/ topology redundancy setup, boundary IAB-node has the RRC connection to CU2, then an addition request conveyed by RRC can be triggered by the boundary node to CU2.
Proposal 1: IP addresses addition can be also applied for inter-donor RLF recovery case.
F1AP is now supported to perform IP address replacement. However, boundary IAB-node doesn’t have the F1 connection to CU2 after partial migration. In order to reuse the F1AP IP address replacement procedure, CU1 can be informed by the relation of IP address replacement from CU2, and then CU1 uses the legacy IP address replacement procedure to update the IP address of boundary IAB-node.
Proposal 2: CU1 is informed by the relation of IP address replacement from CU2 and uses legacy IP address replacement procedure to update the IP address of boundary IAB-node.
As agreed in last meeting, the boundary IAB-node can trigger IP address addition to CU2. On the contrary, it’s reasonable for the boundary IAB-node to trigger IP address release to CU2 based on the reverse events of IP address addition.
Proposal 3: Boundary IAB-node is supported to trigger IP address release to CU2.
[bookmark: OLE_LINK23][bookmark: OLE_LINK24]As for the explicit IP address provision to the source donor CU, it had been agreed that the new IP address(es) should be explicitly provided to the source donor CU for IPSec transport mode and no IPSec mode. In addition, for the IPsec tunnel mode, source donor CU also needs to communicate with boundary IAB-node via the new outer IP address(es).
Proposal 4: The new IP address(es) should be explicitly provided to the source donor CU for IPSec tunnel mode.
While for the detail signaling to transport the new IP address(es), target donor CU can directly inform the new IP address(es) to the source donor CU via the enhanced X2AP message. Alternatively, source donor CU can obtain the new IP address(es) from the boundary IAB-node via the existing F1AP message, e.g. GNB-DU CONFIGURATION UPDATE or IAB UP CONFIGURATION UPDATE RESPONSE, after the boundary IAB-node has been configured the new IP address(es). For the GNB-DU CONFIGURATION UPDATE, the Transport Layer Address Info IE can be reused but it only applied for the IPsec tunnel mode. And for the IAB UP CONFIGURATION UPDATE RESPONSE, it may need source donor CU to trigger the IAB UP configuration update procedure to obtain the updated IP address(es) from the boundary IAB-node, and the time to trigger the procedure can be implemented timely since the RRCreconfiguration which includes the new IP address(es) is also controlled by the source donor CU.
Two approaches can work well for provision the IP address(es) to source donor CU. But to minor the standard impacts, existing F1AP message, e.g., IAB UP CONFIGURATION UPDATE RESPONSE, is proposed for transporting the new IP address(es).
Proposal 5: The source CU can be notified via F1AP signaling, e.g., IAB UP CONFIGURATION UPDATE RESPONSE, about the network IP addresses assigned to the boundary node by CU2.
[bookmark: OLE_LINK27][bookmark: OLE_LINK28][bookmark: _Hlk61340321]Routing and bearer mapping at boundary node for partial migration
In last RAN3 113-e meeting [1], following agreements had been achieved for processing at boundary IAB-node.
	Regarding the processing at the boundary node:
· RAN3 prefers that the boundary node processes access traffic in the same manner as the non-boundary access IAB-node.
· RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.
· FFS: In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.
· RAN2 to be liaised with respect to the points above.
For partial inter-donor migration, the IP addresses, BAP address, BH RLC CHs and default mapping used by the boundary node for traffic in a particular topology are assigned by the CU of that topology, and they are configured via RRC.
A dual-connected boundary node can receive a separate configuration of IP addresses, BAP address, BH RLC CHs for each topology by MN and SN, respectively.



[image: ]
Figure 1: An example for partial inter-donor migration
Inter-donor migration can terminate after partial migration, then the boundary IAB-MT connects to the target donor CU while the boundary IAB-DU connects to the source donor CU. In this stage, resource collision problem will emerge and have been analyzed by another agenda. While for the routing and bearer mapping configuration for boundary IAB-node, further discussion is necessary.
In R16, BAP routing and bearer mapping for BAP entity are configured by the IAB-donor-CU via F1AP signaling both for the UL(MT) and DL(DU), except for the UL default configuration which configured by RRC. And IAB-node delivers the UL BAP routing and bearer mapping from DU to the collocated MT via the internal interface. 
However, for the boundary IAB-node which MT and DU subject to different CUs, the legacy way for UL BAP routing and bearer mapping configuration is no longer suitable. Firstly, when it comes to the configuration entity, target donor CU is preferred than source donor CU since MT has migrated from source donor CU to target donor CU. 
And for the boundary IAB-DU, the DL routing and bearer mapping configurations are still generated by source donor CU.
Proposal 6: For the IAB-node which MT and DU subject to different donor CUs, the UL routing and bearer mapping configurations are generated by the CU which MT connected, while the DL routing and bearer mapping configurations are generated by the CU which DU connected.
But the target donor CU doesn’t have the F1 connection with boundary IAB-node and the configuration cannot be transported to IAB-node via the F1AP signaling. Thus, how to transport the configuration between boundary IAB-node and target donor CU need to be studied. One straightforward method is to use the RRC message directly between target donor CU and boundary IAB-MT. Alternatively, the configuration which generated by the target donor CU can be firstly transported to source donor CU and then configured to the boundary IAB-node via F1AP.
[bookmark: OLE_LINK19][bookmark: OLE_LINK20]Proposal 7: The generated UL routing and bearer mapping configurations can be delivered to the boundary IAB-MT from target CU via the following two candidate options.
· Opt1: target CU configure the configuration to boundary IAB-MT directly via RRC
· Opt2: the configurations are sent from target CU to source CU via X2AP and then configured to the boundary IAB-node via F1AP by source CU
Routing and bearer mapping at target-donor-DU for partial migration
For DL data transmission in partial migration scenario, the routing path between source donor and boundary IAB-node has been migration from the source path to the target path. Therefore, target-donor-DU needs to be informed by the DL routing and bearer mapping rules for the DL traffic of source-donor-CU so as to perform DL BH routing and bearer mapping for the DL traffic. However, the target-donor-DU only has the F1 connection to target-donor-CU and it’s the source-donor-CU rather than the target-donor-DU that has the QoS information for those DL traffic. Signaling negotiation is necessary from source-donor-CU to target-donor-CU to inform the QoS information for each IP Header Information which includes Destination IAB TNL Address, DSCP and flow label. Based on the receiving QoS information, target-donor-CU configure the DL BH routing and bearer mapping configuration to target-donor-DU.
Proposal 8: Source-donor-CU sends the QoS information of each IP Header Information for DL traffic transported at target path to target-donor-CU.
Conclusion
This contribution aims to analyze the remaining issues for IAB inter-donor migration. And following observations and proposals are concluded. 
IP address management
Proposal 1: IP addresses addition can be also applied for inter-donor RLF recovery case.
Proposal 2: CU1 is informed by the relation of IP address replacement from CU2 and uses legacy IP address replacement procedure to update the IP address of boundary IAB-node.
Proposal 3: Boundary IAB-node is supported to trigger IP address release to CU2.
Proposal 4: The new IP address(es) should be explicitly provided to the source donor CU for IPSec tunnel mode.
Proposal 5: The source CU can be notified via F1AP signaling, e.g., IAB UP CONFIGURATION UPDATE RESPONSE, about the network IP addresses assigned to the boundary node by CU2.
Routing and bearer mapping at boundary node for partial migration
Proposal 6: For the IAB-node which MT and DU subject to different donor CUs, the UL routing and bearer mapping configurations are generated by the CU which MT connected, while the DL routing and bearer mapping configurations are generated by the CU which DU connected.
Proposal 7: The generated UL routing and bearer mapping configurations can be delivered to the boundary IAB-MT from target CU via the following two candidate options.
· Opt1: target CU configure the configuration to boundary IAB-MT directly via RRC
· Opt2: the configurations are sent from target CU to source CU via X2AP and then configured to the boundary IAB-node via F1AP by source CU
Routing and bearer mapping at target-donor-DU for partial migration
Proposal 8: Source-donor-CU sends the QoS information of each IP Header Information for DL traffic transported at target path to target-donor-CU.
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