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Introduction
During RAN3 #113e meeting, RAN3 has agreed two solutions for AI/ML based mobility optimization:
1) AI/ML Model Training in OAM, AI/ML Model Inference in NG-RAN
2) AI/ML Model Training and AI/ML Model Inference in NG-RAN
Additionally, potential signaling flows and required input and output data were discussed and captured in TR37.817 [1]. In this contribution, we continue discuss FFS in the solutions and standard impact of AI-based mobility optimization. 
Discussion
UE Selection for AI-based Mobility Optimization
As discussed in companion contribution [1], the network should be able to select the most appropriate UEs to use AI/ML model. To get the location of one UE, either network or UE need to perform positioning function. When UE is performing positioning, it is very power consuming for a UE, as, e.g. for DL positioning, it needs to monitor PRS, estimate the different angles of arriving signaling and perform positioning algorithm calculation. Positioning is not a mandatory feature at the UE side. This makes the UE selection for AI-based mobility optimization more necessary and realistic, as only the selected UE(s) need to perform positioning and AI/ML based location prediction. This can save a lot of power at the innocent UE(s).
Observation 1: [bookmark: _Ref79063739]Performing positioning at UE side is power consuming, UE selection can help saving powers at the innocent UEs.
For mobility optimization, UE selection may be considered based on following criteria:
· Statistic of unintended mobility events
If the successful handover events collected for certain UE is very low, using AI/ML model with predicted information may greatly increase handover successful rate. The unintended events may include: Number of failed handover preparations, Number of failed handover resource allocation, Number of failed handover execution, etc. If the failed event collected for one UE is higher than a certain threshold (e.g. the HO failure ratio is larger than certain value), the network can select this UE to use AI/ML prediction and improve the handover success rate.
Alternatively, the threshold can also be set by the ratio between above event counts and the corresponding requested handover events.
· UE location information
The accuracy of the AI/ML model outcome highly depends on the coverage of the training data set. Sometimes, for a certain environment or scenario, the AI/ML model may not be able to make the right/precise decision (as the input is far beyond the data set coverage) and has low accuracy results. In mobility use cases, the wrong decision will lead to severe service interruption caused by failed handover. Hence, in the trigger condition for the gNB to seek additional AI support, a measure of past accuracy result for these scenarios along with the UE information could be incorporated. In this case, it is proposed the AI/ML based mobility model is used for the UEs with higher accuracy results which may be for more common scenarios for, e.g. moving along the road with a fixed speed/direction, etc. The easier UE’s trajectory can be predictable, the higher accuracy of AI/ML generated predicted handover. Hence, the network may select the UE based on, for example, UE’s current/future speed under a threshold, UE’s current/future speed is not changed for a certain time, UE’s current/future moving direction is unchanged for a certain time, etc.
· UE device type
For some environments, UE location can be easily predictable as the trajectory is following a known map, such as factory, road, indoor, etc. In this case, the network can also select the UE according to its device type as the type of UE environment may provide additional contextual information that would help the AI model in doing a more accurate job in predicting it’s trajectory.
Proposal 1: [bookmark: _Ref78940225]Network should be able to select UEs to perform AI/ML based mobility optimization based on the number of unintended mobility events, UE location information or UE device type.
Deployment model of Mobility optimization
As captured in [1], NG-RAN node is assumed to have a trained AI/ML model for inference, then NG-RAN node can perform model inference in step 2 based on required measurements and input data. 
It was discussed in the companion contribution [2] that NG-RAN node may also perform model training based on received model from OAM, if it also has the capability of model training.
Comparing to network energy saving and load balancing use cases, mobility optimization has higher requirement to real-time performance. The real environment of each NG-RAN node is very essential to making the most accurate decision for mobility optimization. Hence, supporting continuous/further training at NG-RAN node on top of received AI/ML model from OAM is very important for mobility optimization use case.
Proposal 2: [bookmark: _Ref85794460]For AI/ML based mobility optimization, NG-RAN node should be able to perform online model training based on the AI/ML model received from OAM.
Input data of Mobility optimization use case
UE location information
In RAN3 #113e meeting, following UE location information are considered as input for AI/ML-based mobility optimization use case:
	Input Information from UE: 
· FFS UE historical location information from MDT, e.g., Latitude, longitude, altitude, cell ID
Input Information from the local node: 
· UE trajectory prediction output (will be used by the RAN node internally)


Regarding to the UE historical location information from MDT, as specified in TS38.331 [3], LocationInfo is used to transfer detailed location information available at the UE to correlate measurements and UE position information. It will be reported to the network as measurement results. The exact latitude, longitude, altitude information of the UE are encoded in locationCoordinate IE carried in CommonLocationInfo. This information cannot be decoded at NG-RAN. 
[image: ]
As specified in TS37.355 [4], LPP procedure is used point-to-point between a location server and a target device in order to position the target device using position-related measurements obtained by one or more reference sources. The availability of location information in MDT report depends on whether positioning is enabled or not at a certain UE.
	3> if available, set the locationInfo as follows:
4> if available, set the commonLocationInfo to include the detailed location information;
4> if available, set the bt-LocationInfo to include the Bluetooth measurement results, in order of
decreasing RSSI for Bluetooth beacons;
4> if available, set the wlan-LocationInfo to include the WLAN measurement results, in order of
decreasing RSSI for WLAN APs;
4> if available, set the sensor-LocationInfo to include the sensor measurement results as follows;
5> if available, include the sensor-MeasurementInformation;
5> if available, include the sensor-MotionInformation;



[image: ]
Figure 1. LPP configuration for control- and user-plane positioning in E-UTRAN or NG-RAN [4]
Figure 1 shows an example of control/user plane positioning procedure in E-UTRAN or NG-RAN. It is clear shown from the figure that only the location server and the UE can have the positioning information, e.g. longitude, latitude, altitude, etc of one UE. 
Observation 2: [bookmark: _Ref85794466]Location Information reported in measurement report depends on the positioning procedure. The detailed location information (e.g. longitude, latitude, altitude, etc) is transparent to NG-RAN node.
Hence, historical UE location information should be received from LMF. Furthermore, if LMF has AI/ML capability, LMF can also provide predicted UE location information as input to mobility optimization use case.
Proposal 3: [bookmark: _Ref85794471]Input data of AI/ML-based mobility optimization includes historical and predicted UE location information from LMF.
Additionally, it was also discussed in RAN3 #113e meeting about the privacy concern of UE reporting its own location information to NG-RAN node. However, UE location information can help to improve the accuracy of target NG-RAN node selection. To protect UE’s privacy, near-term UE location information is proposed to be reported from UE, instead of the actual location of UE.
The near-term UE location may include: 
· Near-term UE location in future received from UE’s application layer
· Near-term UE location in future predicted by UE
Proposal 4: [bookmark: _Ref85794475]Input data of AI/ML-based mobility optimization includes near-term UE location information in future from UE.
Performance of handed-over UE from neighbouring NG-RAN node
As defined in RAN intelligence functional framework [1], Actor shall provide feedback to Data Collection function. In both deployment scenarios, the target NG-RAN node is the Actor node in the functional framework. To continuously improve AI/ML model performance and accuracy, performance of handed-over UE should be reported from neighbouring NG-RAN node.
· For deployment scenario “Model Training” at OAM, “Model Inference” at NG-RAN, the neighbouring NG-RAN node reports performance of handed-over UE to OAM. If online training is performed at NG-RAN node, the performance feedback is also reported to the source NG-RAN node.
· For deployment scenario “Model Training” and “Model Inference” at NG-RAN, the neighbouring NG-RAN node reports performance of handed-over UE to the source NG-RAN node via Xn interface. 
The performance of handed-over UE may include throughput, packet delay, etc. 
Proposal 5: [bookmark: _Ref85794481]The neighboring target NG-RAN node reports performance (e.g. throughput, packet delay, etc) of handed-over UE to the source NG-RAN node or OAM.
Other inputs from local NG-RAN node
In legacy handover procedure, handover is normally triggered by measurement report, i.e. UE is experience RLF, low RSRP, RSRQ, SINR, etc. It is important for AI/ML based mobility use case to predict channel condition of one UE, so that AI/ML model can handover the UE to a suitable target cell before user experience goes down. Channel condition, UE-specific radio-related information, etc can be used as input for AI/ML based mobility optimization, so that network can predict the best timing of UE’s handover and avoid poor user experience caused by the predicted poor channel condition in the source cell. Following radio-related information at the source NG-RAN node for the specific UE are proposed to be used as input for AI/ML based mobility optimization:
· CQI information (e.g. averaged rate of CQI)
· SRS
Proposal 6: [bookmark: _Ref85794489]Input data of AI/ML-based mobility optimization includes UE’s CQI and SRS from source NG-RAN node.
Output data of Mobility optimization use case
UE trajectory prediction
Whether UE trajectory prediction is the output data of AI/ML-based mobility optimization is still FFS [1]:
	· FFS UE trajectory prediction (Latitude, longitude, altitude of UE over a future period of time)


For AI/ML based use cases, getting a converged AI/ML model is essential after model training. Normally, to train a converged AI/ML model, the problem itself should not be so complex. However, both UE trajectory prediction and mobility optimization prediction will be impacted by many factors and require training of complex AI/ML models till the model itself can be successfully trained. It would be very hard to converge if two use cases are mixed together, and the problem becomes much more complex. 
Additionally, in legacy positioning procedure, positioning of UE is either calculated at UE side or at LMF. NG-RAN node is used to transmit PRS and other assistance information for positioning calculation, which make NG-RAN node transparent to positioning algorithm. It makes more sense to perform UE trajectory/positioning prediction based at the network nodes who originally has information for positioning calculation, where Data Collection function is collocated with Model Training. This also helps to reduce data exchange between network nodes and save bandwidth, especially for AI/ML which requires massive data. Hence, LMF or UE are more appropriate to perform UE trajectory prediction, rather than NG-RAN node. 
Hence, it is proposed to separate UE trajectory prediction and mobility optimization decisions in two parts/use cases. With that, UE trajectory prediction can be used as input to AI/ML based mobility optimization use case, but not the output.
Proposal 7: [bookmark: _Ref85794494]UE trajectory prediction is not the output data of mobility optimization use case.
[bookmark: _Hlk85615039]HO strategy
AI/ML based mobility optimization model can generate one/multiple candidate target cells as output of the AI/ML model. The network can select the target cell with the highest probability, which representing the best candidate cell for handover. Together with the predicted target cells, the AI/ML model can also provide when the handover should be performed (i.e. the best time to perform handover) based on the QoS requirement and channel condition of the user. Then the network can trigger the handover command to the UE at the corresponding time.
To reduce service interruption, gNB further sends the predicted timing and selected target cell of predicted handover to the UE. Furthermore, gNB also sends the predicted timing and configuration to the selected target cell. Hence, both target gNB and UE can prepare for the handover before it actually happens.
Proposal 8: [bookmark: _Ref85794498]Besides the predicted handover cell(s), the predicted handover timing corresponding to each predicted cell is also generated as output of AI/ML based mobility optimization.
Proposal 9: [bookmark: _Ref85794503]To reduce service interruption, the source gNB configures the UE with predicted handover target cell and corresponding handover execution time. The source gNB also sends the handover execution time to the predicted target gNB.
CHO strategy
Predicted handover target node, candidate cells in CHO is agreed as one of the outputs for mobility optimization use case.
According to the UE’s predicted location, besides the arrival probability, AI/ML model can generate a list of candidate target cells together with priority and handover execution timestamp. Network can select the CHO candidate cells based on the probability of this list of candidate cells, then configure the list to the UE as part of conditional handover. Hence, UE can select one target cell in the list and perform handover at the corresponding handover execution timestamp. The selected handover target cell is the one which has the highest priority among candidate cells in the list.
Proposal 10: [bookmark: _Ref85794508]The source NG-RAN node configures UE with the probability, priority of predicted candidate target cells in CHO configuration, together with handover execution timing of each candidate cells.
Validity Time
Another key information that needs to be considered is validity time of model inference output. Depending on environment changes, an output from model inference can be outdated sooner or later. Hence, it is essential to include one “validity time” to indicate how long the prediction results can be valid. Model inference of mobility optimization use case can select a suitable target handover cell for a certain UE, and further send a list of candidate cells to UE as CHO configuration. Meanwhile, considering UE is still moving and channel status is changing, it may result in inaccuracy of previous predicted candidate cells. Hence, for each predicted candidate cells, validity time of each candidate cell should be generated together with each option as the output of Model Inference.
When the validity time expires, UE may no longer consider the corresponding candidate cell for handover. This could also avoid network sending another deactivation configuration to the UE to disable certain predicted candidate cell(s) from CHO list.
Proposal 11: [bookmark: _Hlk85615732][bookmark: _Ref85794515]Validity time corresponding to predicted handover cell and predicted candidate cell is the output of AI/ML based mobility optimization.
A text proposal for the above solutions and standard impact is provided in Annex A.
Proposal 12: [bookmark: _Ref71193068]Agree the corresponding text proposal to TR 37.817 in Annex A.
Conclusion
In this contribution, we further discussed the required input/output data used for AI/ML based mobility optimization.
We propose the following observations and proposals:
Observation 1: Performing positioning at UE side is power consuming, UE selection can help saving powers at the innocent UEs.
Proposal 1: Network should be able to select UEs to perform AI/ML based mobility optimization based on the number of unintended mobility events, UE location information or UE device type.
Proposal 2: For AI/ML based mobility optimization, NG-RAN node should be able to perform online model training based on the AI/ML model received from OAM.
Observation 2: Location Information reported in measurement report depends on the positioning procedure. The detailed location information (e.g. longitude, latitude, altitude, etc) is transparent to NG-RAN node.
Proposal 3: Input data of AI/ML-based mobility optimization includes historical and predicted UE location information from LMF.
Proposal 4: Input data of AI/ML-based mobility optimization includes near-term UE location information in future from UE.
Proposal 5: The neighboring target NG-RAN node reports performance (e.g. throughput, packet delay, etc) of handed-over UE to the source NG-RAN node or OAM.
Proposal 6: Input data of AI/ML-based mobility optimization includes UE’s CQI and SRS from source NG-RAN node.
Proposal 7: UE trajectory prediction is not the output data of mobility optimization use case.
Proposal 8: Besides the predicted handover cell(s), the predicted handover timing corresponding to each predicted cell is also generated as output of AI/ML based mobility optimization.
Proposal 9: To reduce service interruption, the source gNB configures the UE with predicted handover target cell and corresponding handover execution time. The source gNB also sends the handover execution time to the predicted target gNB.
Proposal 10: The source NG-RAN node configures UE with the probability, priority of predicted candidate target cells in CHO configuration, together with handover execution timing of each candidate cells.
Proposal 11: Validity time corresponding to predicted handover cell and predicted candidate cell is the output of AI/ML based mobility optimization.
Proposal 12: Agree the corresponding text proposal to TR 37.817 in Annex A.
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Annex A – Text Proposal to TR 37.817 
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814334]5       Use Cases and Solutions for Artificial Intelligence in RAN
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814335]5.3	Mobility Optimization
[bookmark: _Toc248178753][bookmark: _Toc527969759][bookmark: _Toc7688][bookmark: _Toc55814336][bookmark: _Hlk46760209]5.3.1	Use case description
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814337]5.3.2 Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
Considering the locations of AI/ML Model Training and AI/ML Model Inference for mobility solution, following two options are considered: 
· The AI/ML Model Training function is deployed in OAM, while the Model Inference function resides within the RAN node 
· Both the AI/ML Model Training function and the AI/ML Model Inference function reside within the RAN node

Furthermore, for CU-DU split scenario, following option is possible:
· AI/ML Model Training is located in CU-CP or OAM, and AI/ML Model Inference function is located in CU-CP

5.3.2.1 AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node
Step 1: The RAN is assumed to have in use a trained AI/ML model for inference. NG-RAN node can also continue model online training based on the received AI/ML model from OAM.
Step 2. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, e.g.  UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 3. According to the prediction, recommended actions or configuration are executed for Mobility Optimization.
5.3.2.2 AI/ML Model Training and AI/ML Model Inference in NG-RAN node




Figure 5.3-1: Model Training and Model Inference both located in RAN node
Step 1. NG-RAN node1 configures the measurement information on the UE side and sends configuration message to UE including configuration information.
Step 2. UE collects the indicated measurement, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3. UE sends measurement report message to NG-RAN node1 including the required measurement.
Step 4. Model training. Required measurements are leveraged to training ML model for mobility optimization.
Step 5. NG-RAN node1 obtains the measurement report as inference data for real-time UE mobility optimization.
Step 6. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, including e.g., UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 7. According to the prediction, recommended actions are executed for Mobility Optimization. NG-RAN node1 may send the predicted mobility optimization solution to NG-RAN node2.
Step 8. NG-RAN node 1 sends handover request to NG-RAN node 2.
Step 9. NG-RAN node 2 sends feedback to NG-RAN node 1.

5.3.2.3 Input data
The following data is required as input data for mobility optimization.
Input Information from UE: 
· FFS UE historical location information from MDT, e.g., Latitude, longitude, altitude, cell ID
· Near-term UE location information in the future, e.g. future location received from UE’s application layer, future location predicted by AI/ML model at the UE side
· Radio measurements related to serving cell and neighbouring cells associated with UE location information, e.g., RSRP, RSRQ, SINR
· UE historical serving cells and their locations
· Moving velocity
· FFS predicted traffic

Input Information from the neighbouring RAN nodes: 
· UE’s successful handover information in the past and received from neighboring RAN nodes
· UE’s history information from neighbor
· Position, resource status, FFS QoS parameters of historical HO-ed UE (e.g., loss rate, delay, etc.)
· Resource status and utilization prediction/estimation
· SON Reports of handovers that are successful, too-early, too-late, or handover to wrong (sub-optimal) cell 
· FFS Information about the performance of handed over UEs

Input Information from the local node: 
· UE trajectory prediction output (will be used by the RAN node internally)
· Local load prediction 
· UE’s CQI, SRS

Input Information from LMF:
· Historical UE location information
· Predicted UE location information

If existing UE measurements are needed by a gNB for AI/ML-based network energy saving, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.

5.3.2.4 Output data
· FFS UE trajectory prediction (Latitude, longitude, altitude of UE over a future period of time)
· Estimated arrival probability, priority and handover execution timing of predicted candidate target cells in CHO and relevant confidence interval
· Predicted handover target node, candidate cells in CHO, may together with the confidence of the predication
· Validity time corresponding to predicted handover cells and predicted candidate cells

5.3.2.5 Feedback
· Throughput, packet delay of the handed-over UE, etc
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