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Introduction
During RAN3 #113e meeting, the following open issues were captured for energy saving and load balancing use case:
	Editor’s Note: FFS other input information required for AI/ML-based network energy saving. FFS energy information is exact energy consumption value or energy efficiency gain.
Editor’s Note: FFS other output information expected from AI/ML-based network energy saving. FFS detailed granularity and action of energy saving strategy. FFS on accuracy of predicted energy saving decision.
Editor’s Note: FFS other feedback expected from AI/ML-based network energy saving.


In this contribution, we mainly focus on the detailed inputs and outputs for AI-based energy saving. 
Discussion
Deployment model of Network energy saving and load balancing
It is agreed in [1], two deployment model is considered for supporting for AI/ML based energy saving and load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In the companion contribution [2], NG-RAN node can also perform model training based on received model from OAM, if it also has the capability of model training. For both energy saving and load balancing use case, NG-RAN can further retune/re-train the received AI/ML model based on performance at NG-RAN. With continuous online training at NG-RAN node, the deployed model can be continuously evolved and improve its accuracy for performance improvement.  
Proposal 1: [bookmark: _Ref85792854]For AI/ML based energy saving and load balancing, NG-RAN node should be able to perform online model training based on the AI/ML model received from OAM.
AI/ML based network energy saving use case
Output data of Network energy saving use case
Energy Saving strategy
Recalling the objective of AI/ML based network energy saving is to allow system dynamically to configure energy-saving strategy (e.g. switch-off timing and granularity, offload actions, etc) to keep system performance as well as reducing energy consumption. In legacy network energy saving use case without AI/ML, the most straightforward way to reduce energy consumption is to de-active certain cell when the traffic is going down. The system can then reduce energy consumption by reducing energy consumed by an almost idle state NG-RAN node. 
However, it is not always the optimal strategy, as UE may experience service interruption during handover. Switching to another cell may not be able to meet QoS requirement of certain UEs, especially those with high QoS requirement. With the help of AI/ML, the system can have better understanding of how to tune system parameters and configuration without manually understanding or operation. It provides more space for a system to optimize its configuration for energy consumption reduction. Hence, to reduce energy saving for such scenario, it is proposed to define different levels of energy saving states (other than inactive and active state) and each energy saving state is corresponding to different actions and configurations in NG-RAN node, where NG-RAN node can reduce energy consumption without deactivation or handover UE(s) to other NG-RAN nodes.
Observation 1: [bookmark: _Ref85792859]AI/ML can provide flexible configuration to reduce system energy consumption. Switching off or handover UE another NG-RAN node is not always needed.
Proposal 2: [bookmark: _Hlk85636538][bookmark: _Ref85792864]Network to define different energy states (e.g. Active, High, Low, Inactive) by considering different energy saving strategies.
Based on above observation, energy saving strategy can be separated into two categories:
· System Configuration Update and Self-optimization
· Cell Activation and Handover
Following example actions are considered as system configuration update for self-optimization, which might be useful to reduce energy consumption at one NG-RAN node:
1. Increase SSB periodicity 
2. Lower the advertised Bandwidth (use Bandwidth Part Adaptation (BPA) feature) 
3. DTX for BS 
4. Increase the SIB blocks periodicity 
5. Use wake-up signaling features/DRX features to increase the number of UEs in sleep mode, depending on traffic patterns 
For cell activation and handover, following actions are considered as output of energy saving strategy:
1. [bookmark: _Hlk85636651]Secondary cell activation/deactivation 
2. Carrier aggregation turn-on/off 
3. Primary/Macro cell activation/deactivation 
4. Dual connectivity turn-on/off
Proposal 3: [bookmark: _Ref85792905]Energy saving strategies includes 1) system configuration update, 2) cell activation and handover. Following actions are considered as output of AI/ML model for network energy saving:
a. [bookmark: _Ref85792916]Update of SSB periodicity 
b. Update of the advertised Bandwidth (use Bandwidth Part Adaptation (BPA) feature 
c. Update of DTX for BS 
d. Update of the SIB blocks periodicity 
e. Use wake-up signaling features/DRX features to increase the number of UEs in sleep mode, depending on traffic patterns 
f. Secondary cell activation/deactivation 
g. Carrier aggregation turn-on/off 
h. Primary/Macro cell activation/deactivation 
i. Dual connectivity turn-on/off
Validity Time
After taking energy saving decisions, it is also possible for one UE to move back to the source NG-RAN node after certain time, or the network may resume its original configurations. Hence, a validity time of corresponding energy saving strategy is proposed to be provided together as the output. It may indicate:
· the predicted time/period for a UE to connect to a target NG-RAN node
· the predicted time/period of the NG-RAN node to stay in low/high energy state
Proposal 4: [bookmark: _Ref85792928]Validity time of corresponding energy saving strategy is generated as output of AI/ML based energy saving use case.
Input data of Network energy saving use case
In RAN3 #113e meeting, following input data are agreed as input data for network energy saving:
	-	Current/Predicted resource status of ES-Cell and its neighbor nodes 
-	Current/Predicted energy information of ES-Cell and its neighbor nodes 
-	UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)


 In this section, we will focus on the FFS captured for network energy saving use case.
Network energy information
During RAN3 #113e meeting email discussion, whether energy information should be exact energy consumption or energy efficiency gain was discussed. 
Considering the cloud/virtualized-based RAN deployment, one hardware platform may be shared among different network nodes. It would be hard to get the exact energy consumption for certain cell(s). As discussed in Section 2.2, energy efficiency gain or energy state is proposed to be used instead of actual value of energy consumption at one NG-RAN node. 
Proposal 5: [bookmark: _Ref85792934]Current/predicted energy efficiency gain or energy state is exchanged between NG-RAN nodes as input of AI/ML based energy saving use case.
Feedback of Network energy saving use case
In RAN3 #113e meeting, following feedback were agreed as input data for network energy saving:
	· Load measurement
· Energy information 


Currently, RESOURCE STATUS REPORT is supported between NG-RAN nodes to exchange load capability. To reduce energy saving while guaranteeing the system performance, it is proposed to reuse resource status from neighboring NG-RAN node as feedback to the source NG-RAN node. The feedback with current cell capacity, average cell throughput, resource availability, etc, can be used for further training of the model. 
Proposal 6: [bookmark: _Ref85792940]The target NG-RAN node provides resource status as feedback to the source NG-RAN node after UE’s handover. 
In legacy SON/MDT, resource status is exchanged periodically, where one NG-RAN node can understand resource status at neighboring NG-RAN nodes. Considering scenario when the handed-over UE goes into RRC_INACTIVE/RRC_IDLE state, or even moving to another NG-RAN node, for AI/ML model, feedback from the target NG-RAN node may not be useful, as the performance of UE (who’s handover is decided by AI/ML model) is not included in current resource status report. Hence, for AI/ML based use cases, the feedback from the target NG-RAN node to the source NG-RAN node can be stopped after UE is handed-over to another cell or goes into RRC_IDLE or RRC_INACTIVE.
Proposal 7: [bookmark: _Ref85792945] The target NG-RAN node can stop providing feedback to the source NG-RAN node if the handed-over UE is no longer available at the target NG-RAN node. 
AI/ML based Load Balancing use case
Input data of Load Balancing use case
In RAN3 #113e meeting, it was agreed that gNB can request load predictions from a neighboring node. However, for other input data which can be used for AI/ML based load balancing have not been specified yet. In this section, we further analyze and discuss the required input data for enabling AI/ML based load balancing use case.
Current/Predicted resource status of source NG-RAN node and its neighbouring NG-RAN nodes
Besides the predicted traffic load from neighboring NG-RAN node, similar as AI/ML based energy saving and mobility use case, current resource status of source NG-RAN node should also be considered as input for Model Inference. With this information, AI/ML model can predict future resource status of the source NG-RAN node and decides whether handover of certain UE(s) is needed or not.
Additionally, if predicted resource status (including load) of neighboring node is not available, e.g. neighboring NG-RAN node does not have AI/ML capability, source NG-RAN node may request current resource status of neighboring node as input for Model Inference.
The resource status includes load status, cell capacity, etc.

Proposal 8: [bookmark: _Ref85792950]For AI/ML based load balancing, input data includes current and predicted resource status (incl. load, cell capacity, etc) of source and neighboring NG-RAN nodes.
Output data of Load Balancing use case
Recalling the objective of AI/ML based load balancing use case [1], the main goal is to achieve system load balancing by means of optimization of handover parameters and handover actions.
Selected UE(s) and handover target cell(s) for load balancing handover
As mentioned above, to improve service quality of user experience and improve system capacity, source NG-RAN node may select certain UE(s) to be handover to one/more target NG-RAN node(s). Hence, AI/ML model can directly decide and select suitable UE(s) which need to be handed-over to neighboring NG-RAN node(s) based on current/predicted resource status of current and neighboring NG-RAN nodes.
Predicted resource status
As captured in [1], one NG-RAN node may request predicted load status from its neighboring NG-RAN nodes. To provide the predicted information as input for another NG-RAN node AI/ML model, predicted resource status can also be considered as one of the outputs of AI/ML load balancing model. The predicted resource status includes predicted traffic, cell capacity, etc.
Predicted time stamp to handover
Although the source NG-RAN node receives predicted UE(s) and corresponding target cell(s) for handover, it does not mean the NG-RAN node should perform the predicted handover decision immediately. AI/ML model can provide the predicted output in a near future, which allows the network to prepare for certain decision. 
For load balancing handover, according to the predicted resource status of current and neighboring NG-RAN nodes, AI/ML model may select the best timing to perform load balancing handover. For example, assuming both source NG-RAN node and neighboring NG-RAN nodes are performing worse at Time N, if the resource status of neighboring cell is predicted becoming better at Time M and the neighboring cell could also handle the traffic from the selected UE(s), AI/ML model should provide this predicted handover time, i.e. Time M, for the corresponding handover decision as the output of model inference.
Handover Validity time window
Recalling the scenario discussed above, where AI/ML model can provide the timing for predicted handover decision based on predicted resource status. However, the resource status at neighboring NG-RAN node is still changing after Time M, e.g. receiving other handed-over UE from other NG-RAN nodes. Hence, it is important for AI/ML model to provide a validity time window as output. The validity time window represents the source NG-RAN node can decide whether to handover the selected UE to the predicted target NG-RAN node or not during this period. Meanwhile, after admission control, the target NG-RAN node may also temporarily hold resource pre-allocated for the selected UE(s) during this validity time window. If validity time window expires, the target NG-RAN node can release pre-allocated resource for the predicted handed-over UE(s). From the source NG-RAN node point of view, the corresponding target NG-RAN node and handover decision is not valid after validity time window expires.

Proposal 9: [bookmark: _Ref85792957]For AI/ML based load balancing, input data includes 
a. Selected UE(s) and target cell(s) for load balancing handover
b. Predicted resource status
c. Predicted time stamp to handover
d. Handover validity time window

A text proposal for the above solutions and standard impact is provided in Annex A.
Proposal 10: [bookmark: _Ref71193068]Agree the corresponding text proposal to TR 37.817 in Annex A.
Conclusion
In this contribution, we first propose another deployment model for AI/ML based energy saving and load balancing use case, where NG-RAN node can continue perform model training based on AI/ML model received from OAM. Furthermore, we propose other required input/output for AI-based network energy saving and load balancing use case, respectively.
We propose the following observations and proposals:
Proposal 1: For AI/ML based energy saving and load balancing, NG-RAN node should be able to perform online model training based on the AI/ML model received from OAM.
Observation 1: AI/ML can provide flexible configuration to reduce system energy consumption. Switching off or handover UE another NG-RAN node is not always needed.
Proposal 2: Network to define different energy states (e.g. Active, High, Low, Inactive) by considering different energy saving strategies.
Proposal 3: Energy saving strategies includes 1) system configuration update, 2) cell activation and handover. Following actions are considered as output of AI/ML model for network energy saving:
a. Update of SSB periodicity 
b. Update of the advertised Bandwidth (use Bandwidth Part Adaptation (BPA) feature 
c. Update of DTX for BS 
d. Update of the SIB blocks periodicity 
e. Use wake-up signaling features/DRX features to increase the number of UEs in sleep mode, depending on traffic patterns 
f. Secondary cell activation/deactivation 
g. Carrier aggregation turn-on/off 
h. Primary/Macro cell activation/deactivation 
i. Dual connectivity turn-on/off
Proposal 4: Validity time of corresponding energy saving strategy is generated as output of AI/ML based energy saving use case.
Proposal 5: Current/predicted energy efficiency gain or energy state is exchanged between NG-RAN nodes as input of AI/ML based energy saving use case.
Proposal 6: The target NG-RAN node provides resource status as feedback to the source NG-RAN node after UE’s handover.
Proposal 7: The target NG-RAN node can stop providing feedback to the source NG-RAN node if the handed-over UE is no longer available at the target NG-RAN node.
Proposal 8: For AI/ML based load balancing, input data includes current and predicted resource status (incl. load, cell capacity, etc) of source and neighboring NG-RAN nodes.
Proposal 9: For AI/ML based load balancing, input data includes
a. Selected UE(s) and target cell(s) for load balancing handover
b. Predicted resource status
c. Predicted time stamp to handover
d. Handover validity time window
Proposal 10:Agree the corresponding text proposal to TR 37.817 in Annex A. 
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//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814334]5       Use Cases and Solutions for Artificial Intelligence in RAN
[bookmark: _Toc55814335]5.1	Network Energy Saving
[bookmark: _Toc248178753][bookmark: _Toc527969759][bookmark: _Toc7688][bookmark: _Toc55814336][bookmark: _Hlk46760209]5.1.1	Use case description
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814337]5.1.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
5.1.2.1	Model Training at OAM and Model Inference at NG-RAN
In this solution, NG-RAN predicts energy saving decisions by AI/ML model trained from OAM.



Figure 5.1.2.1-1. Model Training at OAM, Model Inference at NG-RAN

Step 0: NG-RAN node 1 is assumed to have an AI/ML model trained by OAM, NG-RAN node 2 is assumed to have an AI/ML model trained by OAM optionally.
Step 1: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 2: UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 3: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g. energy saving strategy, handover strategy, etc). 
Step 4: NG-RAN node 1 optionally selects to change its energy state (e.g. High/Low) based on the energy strategy, e.g. updating system configuration by updating configuration of SSB periodicity, bandwidth, etc; or NG-RAN node 1 optionally selects the most appropriate target cell for each UE before it performs handover and goes to the predicted energy state.
Step 5: NG-RAN node 1 and NG-RAN node 2 provide feedback to OAM.
5.1.2.2	Model Training and Model Inference at NG-RAN
In this solution, NG-RAN is responsible for model training and generates energy saving decisions. 
Editor’s Notes: FFS on data collection.



Figure 5.1.2.2-1. Model Training and Model Inference at NG-RAN
Step 1: NG-RAN node 1 trains AI/ML model for AI/ML-based energy saving based on collected data. NG-RAN node 2 is assumed to have AI/ML model for AI/ML-based energy saving optionally, which can also generate predicted results/actions.
Step 2: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 3: UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 4: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output (e.g. energy saving strategy, handover strategy, etc). 
Step 5: NG-RAN node 1 optionally selects to change its energy state (e.g. High/Low) based on the energy strategy, e.g. updating system configuration by increasing SSB periodicity, reduce the bandwidth, etc; or NG-RAN node 1 optionally selects the most appropriate target cell for each UE before it performs handover and goes to the predicted energy state.
Step 5: NG-RAN node 1 selects the most appropriate target cell for each UE before it performs handover and goes to the predicted energy state.
Step 6: NG-RAN node 2 provides feedback to NG-RAN node 1.
5.1.2.3	Input of AI/ML-based Network Energy Saving
To predict the optimized network energy saving decisions, NG-RAN may need following information as input data for AI/ML-based network energy saving:
· Current/Predicted resource status of ES-Cell and its neighbor nodes 
· Current/Predicted energy information efficiency or energy state of ES-Cell and its neighbor nodes 
· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)
If existing UE measurements are needed by a gNB for AI/ML-based network energy saving, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
Editor’s Note: FFS other input information required for AI/ML-based network energy saving. FFS energy information is exact energy consumption value or energy efficiency gain.
5.1.2.4	Output of AI/ML-based Network Energy Saving
AI/ML-based network energy saving model can generate following information as output:
· Energy saving strategy 
· Update of SSB periodicity 
· Update of the advertised Bandwidth (use Bandwidth Part Adaptation (BPA) feature 
· Update of DTX for BS 
· Update of the SIB blocks periodicity 
· Use wake-up signaling features/DRX features to increase the number of UEs in sleep mode, depending on traffic patterns 
· Secondary cell activation/deactivation 
· Carrier aggregation turn-on/off 
· Primary/Macro cell activation/deactivation 
· Dual connectivity turn-on/off
· Handover strategy, including recommended candidate cells for taking over the traffic
· Predicted energy information efficiency or energy state
· Validity time of energy strategy (e.g. predicted time of a UE connecting to the target NG-RAN node, predicted time of the NG-RAN node staying in certain energy state)
Editor’s Note: FFS other output information expected from AI/ML-based network energy saving. FFS detailed granularity and action of energy saving strategy. FFS on accuracy of predicted energy saving decision.

5.1.2.5	Feedback of AI/ML-based Network Energy Saving
To optimize the performance of AI/ML-based network energy saving model, following feedback can be considered to be collected from NG-RAN nodes:
· Load resource status of neighboring NG-RAN nodemeasurement
· Energy information efficiency or energy state 
Editor’s Note: FFS other feedback expected from AI/ML-based network energy saving.
The target NG-RAN node may also stop providing the feedback of AI/ML-based network energy saving to the source NG-RAN node if the handed-over UE is no longer available at the target NG-RAN node.
5.2	Load Balancing
5.2.1	Use case description
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
5.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
The following solutions can be considered for supporting AI/ML-based load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
Other possible locations of the AI/ML Model Training and AI/ML Model Inference are FFS.  
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.   
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
5.2.2.1 Model Training at OAM and Model Inference at NG-RAN
In this solution, NG-RAN predicts load balancing decisions by AI/ML model trained from OAM.


Figure 5.2.2.1-1. Model Training at OAM, Model Inference at NG-RAN
Step 0: NG-RAN node 1 is assumed to have a AI/ML model trained by OAM, NG-RAN node 2 is assumed to have a AI/ML model trained by OAM optionally.
Step 1: NG-RAN node 2 sends the current or predicted resource status to NG-RAN node 1 for model inference of AI/ML-based load balancing if available. 
Step 2: UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 3: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s), e.g. selected UE for handover, target cell, timing and validity time window as handover strategy, etc.
Step 5: NG-RAN node 1 selects the most appropriate target cell and handover the selected UE to the target NG-RAN node at the predicted timing. Otherwise, the predicted handover strategy may be expired after validity time window.
Step 5: NG-RAN node 1 and NG-RAN node 2 provide feedback to OAM.

5.2.2.2	Model Training and Model Inference at NG-RAN
In this solution, NG-RAN is responsible for model training and generates load balancing decisions. 


Figure 5.2.2.2-1. Model Training and Model Inference at NG-RAN
Step 1: NG-RAN node 1 trains AI/ML model for AI/ML-based load balancing based on collected data. NG-RAN node 2 is assumed to have AI/ML model for AI/ML-based load balancing optionally, which can also generate predicted results/actions.
Step 2: NG-RAN node 2 sends the current or predicted resource status to NG-RAN node 1 for model inference of AI/ML-based network energy saving if available. 
Step 3: UE sends UE measurement report to NG-RAN node 1.
Step 4: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output (e.g. selected UE for handover, target cell, timing and validity time window as handover strategy, etc). 
Step 5: NG-RAN node 1 selects the most appropriate target cell and handover the selected UE to the target NG-RAN node at the predicted timing. Otherwise, the predicted handover strategy may be expired after validity time window.
Step 6: NG-RAN node 2 provides feedback to NG-RAN node 1.

5.2.2.3	Input of AI/ML-based Load Balancing
To predict the optimized load balancing decisions, NG-RAN may need following information as input data for AI/ML-based network energy saving:
· Current/Predicted resource status of source NG-RAN node and its neighbor nodes 
· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)
5.2.2.4	Output of AI/ML-based Load Balancing
AI/ML-based load balancing model can generate following information as output:
· Selected UE(s) and target cell(s) for load balancing handover
· Predicted resource status
· Predicted time stamp to handover
· Handover validity time window
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