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[bookmark: _Ref462817227]Introduction
[bookmark: _Ref462918989]As described in RP-201620, one of the tasks of the study on AI/ML in RAN3 is to “study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and identify the potential standardization impacts on current NG-RAN nodes and interfaces”. 
In order to explore the standardization impact on the current NG RAN architecture, this paper presents our view on the proposed functional framework for RAN intelligence.
[bookmark: _Toc461106288]Discussion 

In the previous meeting the discussion on high level principles and the functional framework continued and the agreements are captured in R3-214480, which included an updated illustration of the functional framework as follows. 


Figure 4.2-1: Functional Framework for RAN Intelligence

Furthermore, reading from the chairman’s notes, the following discussions were minuted as to be continued:
Whether to Keep the model performance feedback arrow from model inference to model training using a dash line or together with some clarification text needs to be decided in the next meeting.
FFS1 whether RAN is allowed to store user data and in which cases, the coordination acorss use cases need to be consistant.
[bookmark: _Hlk84201345]FFS2 whether and how to signal the metrics and validity time together with or as part of the inference output.
FFS3 if the study assumes single vendor environment, e.g., if model payload is proprietary and if the model deployment/update procedure is proprietary.
In the following we will explore the above, provide an analysis and finally make proposals.

High level principles 
The discussion on high level principles culminated in the following high-level principles for RAN intelligence enabled AI, as reported in TR 37.817, as taken from the latest agreed TP to TR 37.817: 
2.1.1 High-level Principles 
The following high level principles should be applied for AI-enabled RAN intelligence:
· The detailed AI/ML algorithms and models for use cases are implementation specific and out of RAN3 scope.
· The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
· The input/output and the location of the Model Training and Model Inference function should be studied case by case.
· The study focuses on the analysis of data needed at the Model Training function from Data Collection, while the aspects of how the Model Training function uses inputs to train a model are out of RAN3 scope.
· The study focuses on the analysis of data needed at the Model Inference function from Data Collection, while the aspects of how the Model Inference function uses inputs to derive outputs are out of RAN3 scope.
· Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.
· The Model Training and Model Inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the AI/ML algorithm.   
· The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the output from Model Inference.
· An AI/ML model used in a Model Inference function has to be initially trained, validated and tested before deployment.
· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
· User data privacy and anonymisation should be respected during AI/ML operation.

We will proceed in the following with the open issues. 
Functional Framework
Below we analyse the points put up for further discussions at the last RAN3 meeting

Model Performance feedback
Currently, the Functional Framework for RAN Intelligence includes an FFS related to the possibility to provide Model Performance Feedback from the Model Inference function to the Model Training function. The decision on whether to keep or remove such signalling should essentially be based on two main aspects:
1. Whether the Model Inference function can evaluate by itself the Model Performance feedback
2. Whether the Model Inference function needs to receive the model performance (or other information) from other entities of the Functional framework.
[bookmark: _Hlk85101480]Although it remains unclear what type of metrics one should use as Model Performance Feedback, it is reasonable to assume that Model Performance Feedback is related to how well the model available at the Model Inference function performs when used for inference. Therefore, evaluating the performance of an inference step requires the availability of the “ground truth” associated to the information that has been inferred by the AI/ML model. With the current structure of the Functional Framework for RAN Intelligence, however, the ground truth related to an inference step can only be available either at the Actor or at the Data Collection functions, but not at the Model Inference function. 
Observation 1:  With the current assumptions on the Functional Framework, the Model Inference function cannot evaluate by itself the Model Performance Feedback.
Therefore, enabling the Model Inference Function to determine the Model Performance Feedback requires additional signalling, either from the Actor or the Data Collection, to provide the Model Inference function with the ground truth related to past inference steps. This would result in additional complexity without any clear benefit.
Observation 2:	For the Model Inference function to determine a Model Performance Feedback, additional signalling is required, either from the Actor or the Data Collection, to provide the Model Inference Function with the ground truth related to past inference steps.
On the other end the Actor should be able to derive performance feedback and KPIs that allow to deduce how well the model performed. As an example, if the Model Inference Function provided an output consisting of a Mobility action, the Actor could measure the performance of the UE after such action was taken and signal it to the Data Collection Function. The Data Collection Function is also able to collect KPIs and measurements from other parts of the network. The Model Training Function is therefore able to subscribe to a number of information from the Data Collection Function, such as measurements and KPIs that could reveal how well the Inference Model has performed. On the basis of such information, the Model Training Function may decide to re-train the model and deploy it accordingly.
Observation 3:	The Actor can already provide “feedback” on the goodness of the Model Inference output to the Data Collection function. Data Collection function can also collect measurements and KPIs concerning the Model Inference output. Model Training function may subscribe to measurements, KPIs and performance feedback from the Data Collection function to determine how well the Inference Model is performing. 
Conclusion: Signalling of Model Performance Feedback from Model Inference to Model Training function is neither needed nor feasible.
Proposal 1: 	It is proposed to remove the Model Performance Feedback from Model Inference to Model Training function.

Storage of user data in RAN
It should be clarified whether “User Data” refers to:
1) Data that can be used to determine the identity of a user or that can be related with the identity of a user
2) Data that come from UEs but that cannot be connected to a specific user

For case 1), RAN3 should discuss this use case and interact with other groups such as SA3 in order to find solutions not to expose the user´s identity or in order to avoid that collected data (such as measurements) can be associated to the real identity of a user.
For case 2) it is hardly imaginable how the RAN could perform its tasks without storing data from the UE, e.g. data from the UE would be necessary in the RAN if inference has to be performed at the RAN. As a result if it is explicitly not allowed to store data from the UE in the RAN, this would preclude the possibility of the RAN hosting functions like Data Collection, Inference Function and more.
Proposal 2: 	It is proposed that the RAN is allowed to store data from the UE.
Proposal 3: It is proposed that RAN3 discusses the case of User identity and information storage at the RAN and that solutions are found to avoid any security threats 

Metrics and Validity time
Regarding validity time, namely the time that a prediction is valid, it is true that the Actor subscribes to receiving outputs based on a given periodicity or event-triggered, but that does not necessarily mean that the forecast values have to be valid for the same time window until a next output instance is provided. The latter only represents one design example of many possible implementations.  The forecast window is specific to the designed ML model, which is independent of the periodicity in which the actor subscribed to. For instance, a model may be capable of providing an average traffic load prediction for the next hour, while a different model can provide predictions on a smaller or larger time granularity. 
Additionally, by reporting the validity time, the requesting node can configure a reporting periodicity for the requested information that is in-line with the validity time. In that way, the requesting node avoids signalling between the two nodes at an unnecessarily high periodicity. 

Proposal 4:	It is proposed to include a validity time together with a Model Inference prediction output
Regarding whether Model Inference predictions should be provided with metrics for accuracy, uncertainty and confidence, let’s start by surveying the existing metrics. For classification problems some of the mainly used metrics are 
· Confusion matrix
· Classification Accuracy
· F-Measure
· Logarithmic Loss
· Area under curve (AUC) for the Receiver operating characteristic (ROC) curve 

For regression problems the main metrics in use are
· R Squared
· Adjusted R Squared
· Mean Square Error/ Root Mean Square Error
· Mean Absolute Error
For iterative optimization problems some proposed metrics are
· Metrics describing dispersion as Interquartile Range
· Metrics describing risk as Conditional Value at Risk

As it can be seen, the metrics that can be used to express the accuracy of a model output depend on the type of problem. Other metrics can also be used besides the ones listed above. Further, more metrics may become available as different problem types and learning processes are defined. The extensive amount of metrics available today and that might become available in the future makes it not plausible to proceed with standardization of such metrics. If accuracy metrics were tried to be standardized they would always be applicable to a limited set of model implementations, while RAN3 agreed that the solutions to be standardized are AI/ML model agnostic.  
Another aspect of this discussion would be that it is questionable whether the Model Inference function is able to provide an estimation of accuracy for all the generated predictions. For example, for predictions derived by inputs for which the model was not trained, the Model Inference function would most likely not be able to provide a reliable accuracy. Again, this makes it questionable whether accuracy metrics are beneficial to standardize, given their “volatile” interpretation.
[bookmark: _Hlk84201386]Based on the above we propose not to signal accuracy metrics together with or as part of the inference output.
Proposal 5:	It is proposed not to signal accuracy metrics together with or as part of the inference output


Single or multi-vendor deployments
Another open issue poses the question if the study assumes single vendor environment, for instance if the model payload is proprietary and if the model deployment/update procedure is proprietary.
We are convinced that the Model Deployment/Update procedure is an intra vendor procedure from a 3GPP perspective. This is inevitably the case since the model itself is proprietary. It naturally follows that the Model Deployment/Update procedure is also intra vendor.
Specifying a procedure that carries information that can be used only by nodes aware of how such information can be decoded, is equivalent to specifying a proprietary procedure. Given that the information in question is AI/ML Models and given that they are considered vendor specific, then the procedure to deploy/update a model is vendor specific too.
We are noting that SA2 took a similar approach, as defined in TR 23.700-91
”3GPP standardized sharing of models across different vendor environments is not deemed feasible in this release of the specifications. Sharing of models or model meta data is limited to single vendor environments.”
Hence, SA2 already converged on this conclusion and it would be beneficial for RAN3 to align.
[bookmark: _Hlk84282772]Based on the above we propose that the study assumes single vendor environment.
Proposal 6:	It is proposed that the study assumes a single vendor environment for Model Deployment/Update


Conclusions
In this contribution various open points on the high level principles and functional framework, raised at the last RAN3 meeting were tackled. The following observations, conclusions and proposals were derived: 
Observation 1:  With the current assumptions on the Functional Framework, the Model Inference function cannot evaluate by itself the Model Performance Feedback.
Observation 2:	For the Model Inference function to determine a Model Performance Feedback, additional signalling is required, either from the Actor or the Data Collection, to provide the Model Inference Function with the ground truth related to past inference steps.
Observation 3:	The Actor can already provide “feedback” on the goodness of the Model Inference output to the Data Collection function. Data Collection function can also collect measurements and KPIs concerning the Model Inference output. Model Training function may subscribe to measurements, KPIs and performance feedback from the Data Collection function to determine how well the Inference Model is performing. 
Conclusion: Signalling of Model Performance Feedback from Model Inference to Model Training function is neither needed nor feasible.
Proposal 1: 	It is proposed to remove the Model Performance Feedback from Model Inference to Model Training function.
Proposal 2: 	It is proposed that the RAN is allowed to store data from the UE.
Proposal 3: It is proposed that RAN3 discusses the case of User identity and information storage at the RAN and that solutions are found to avoid any security threats 
Proposal 4:	It is proposed to include a validity time together with a Model Inference prediction output
Proposal 5:	It is proposed not to signal accuracy metrics together with or as part of the inference output
Proposal 6:	It is proposed that the study assumes a single vendor environment for Model Deployment/Update
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-----------------Unchanged Text Omitted-----------------
1. General Framework
Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)
Editor Note: FFS if the study assumes single vendor environment, e.g., if the model deployment/update procedure is proprietary.

[bookmark: _Toc55814332]4.1	High-level Principles 
The following high level principles should be applied for AI-enabled RAN intelligence:
· The detailed AI/ML algorithms and models for use cases are implementation specific and out of RAN3 scope.
· The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
· The input/output and the location of the Model Training and Model Inference function should be studied case by case.
· The study focuses on the analysis of data needed at the Model Training function from Data Collection, while the aspects of how the Model Training function uses inputs to train a model are out of RAN3 scope.
· The study focuses on the analysis of data needed at the Model Inference function from Data Collection, while the aspects of how the Model Inference function uses inputs to derive outputs are out of RAN3 scope.
· Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.
· The Model Training and Model Inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the AI/ML algorithm.   
· The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the output from Model Inference.
· An AI/ML model used in a Model Inference function has to be initially trained, validated and tested before deployment.
· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
· User data privacy and anonymisation should be respected during AI/ML operation.
· The study assumes a single vendor environment for Model Deployment/Update.

[bookmark: _Toc55814333]4.2	Functional Framework
Editor’s Note: Data Preparation aspects may be further refined
Editor Note: FFS whether and how to signal metrics (e.g., accuracy, uncertainty, etc.) and validity time together with or as part of the inference output.
Editor Note: FFS on whether model testing / generating of model performance metrics is performed in Model Inference.




 
Figure 4.2-1: Functional Framework for RAN Intelligence
This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1. For the functions and data/information flows shown in the Figure 4.2-1, whether there is any standardization impact and what is the standardization impact are discussed in clause 5.
· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.  
Examples of input data may include measurements from UEs or different network entities, feedback from Actor, output from an AI/ML model.
· Training Data: Data needed as input for the AI/ML Model Training function.
· Inference Data: Data needed  as input for the AI/ML Model Inference function.
· Model Training is a function that performs the ML model training, validation, and testing. The Model training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required. 
· (FFS) Model Deployment/Update: Deploy or update an AI/ML model to Model Inference function. 
· 
· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions). The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required. 
· Output: The inference output of the AI/ML model produced by a Model Inference function. 
· A validity time is included together with a Model Inference prediction output

· Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.
· Feedback: Information that may be needed to derive training or inference data or performance feedback.
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