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Introduction
In [1] objectives for a new WI on network slicing enhancements are outlined. 
One of such objectives is the following:
[bookmark: _Ref178064866]Support service continuity, in cases of resource shortage for the current slice in the target cell, but resources of other slices or other cells can be used based on slice resource management while maintaining the S-NSSAI unchanged. Solutions include Configuration based solution, Slice resource re-partitioning solution and Multi-carrier radio resource sharing solution, as described in TR 38.832 [RAN3]
1. Determine further potential capabilities required to OAM, if needed. Coordination with SA5 is needed.
1. Determine and specify the necessary signalling on NG and Xn interfaces (e.g. to report RAN internal slice resource change) if any. Coordination with SA2 and SA5 may be needed.

The scenarios and solutions to address the objective above have been described in TR38.832.

This paper analyses the scenarios and solutions relative to the objective above and provides a way forward on how to fulfil the objective.
Discussion
In order to analyse the building blocks of a solution for the objective reported in section 1, the agreements taken during the study phase for network slicing enhancements (documented in TR38.832) should be taken into account.
Reference Scenarios from TR38.832
The scenarios agreed and captured in TR38.832, that apply to the objective quoted in Section 1, are listed below:

Excerpt from TR38.832

Scenario 1: Slice resource shortage in case of Intra-RA mobility and Inter-RA mobility


Figure 6.1-1: Service interruption due to slice resource shortage
As shown by Figure 6.1-1, the UE’s ongoing slice(s) is/are supported by both the source and the target NG-RAN node. At the time of handover, the target node fails to accept the UE with at least one of the ongoing S-NSSAIs due to e.g. high slice-related load at the target node. Under such circumstance, the service(s) for failed ongoing slice(s) is/are interrupted for the UE. 
It should be noted that remapping of traffic into the resource pool used by other slices requires a pre-configured policy allowing such action. The remapping should avoid overloading the resource pool of the target slice. Any solution to this issue should comply with the RRM policy model defined in TS 28.541 and be validated by SA5.
How to support the slice recovery (i.e., re-mapping of remapped slice to on-going slice) when the NG-RAN node recovers enough resources to serve the on-going slice(s) will be discussed in normative phase.

Scenario 3: Moving back for slice resource shortage in case of Intra-RA mobility and Inter-RA mobility


Figure 6.1-3: Moving back scenario due to slice resource shortage 
This is a continuation scenario of scenario 1. As shown by Figure 6.1-3, the UE’s ongoing slice(s) is/are supported by both the source and the target NG-RAN node. At the time of handover, the source node may serve at least one of the S-NSSAIs with degraded performance, or already rejects at least one of the S-NSSAIs, due to e.g., high slice-related load at the source node. Meanwhile the target node can fully support these S-NSSAIs. 

Scenario 5: Slice resource shortage for MR-DC


Figure 6.1-5: Service interruption due to slice resource shortage in SN
As shown by Figure 6.1-5, the UE’s ongoing slice(s) is/are supported by both the MN and the SN. However, in case of SN addition or modification procedure, the SN fails to accept the UE with at least one of the ongoing S-NSSAIs due to e.g., high slice-related load at the SN. Under such circumstance, the services associated with these ongoing slices may be interrupted at the SN side. 

Scenario 6: Slice overload in RAN node in absence of mobility
It is possible that resource shortage happens for a slice 1 as in scenario 1. In this case, some ongoing PDU sessions associated to this slice 1 may be offered degraded service even in the absence of mobility.
It is also possible that after taking an action to avoid resource shortage in slice 1, the resource shortage is resolved while the UE is still in the cell. In that case, any action taken can be reversed.
End of Excerpt from TR38.832

Scenario 1 is the main scenario to consider. This has been also agreed in the conclusion of TR38.832, where it is mentioned that “Scenario 3-6 can be regarded as the extension of Scenario 1-2”. Hence Scenario 3, 5 and 6 can be considered as extensions of Scenario 1. 
It is therefore plausible to tackle a solution for Scenario 1 as high priority. Such solution will likely cover also scenarios 3, 5 and 6. If any further improvements to the solution are needed, to cover scenarios 3, 5 and 6, they can be considered after scenario 1 has been addressed.
Proposal 1: It is proposed to focus on solutions to Scenario 1 of TR38.832

It should also be noted that as part of Scenario 1 the following is stated:
It should be noted that remapping of traffic into the resource pool used by other slices requires a pre-configured policy allowing such action. The remapping should avoid overloading the resource pool of the target slice. Any solution to this issue should comply with the RRM policy model defined in TS 28.541 and be validated by SA5.

Hence any solution to Scenario 1 needs to be in line with the models defined in TS28.541 and it will require an involvement of the OAM system (with consequent SA5 checking), which will have to a priori configure policies that allow resource remapping
Proposal 2: It is proposed that solutions for resource remapping are in line with models defined in TS28.541 and that they are based on OAM configurations at the RAN

Solutions analysis

The solutions that have been agreed as relevant to the fulfilment of the objective in section 1 are quoted below.

Excerpt from TR38.832

[bookmark: _Toc63430954][bookmark: _Toc65600627]6.2.3.1	Configuration Based Solution
The solution builds on the resource modelling described in TS 28.541. The following analysis is provided for the scenario 1 and scenario 2 respectively: 
· Scenario 1: Slice resource shortage in case of Intra-RA mobility and Inter-RA mobility
As specified in TS 28.541, the slice re-mapping between different S-NSSAIs can be achieved via the prioritized resource modeling. For example, suppose UE’s ongoing slice is S-NSSAI 1 configured with rRMPolicyMaxRatio policy, which can use at least one of the shared resources, prioritized resources and dedicated resources. If the dedicated resources are not available, it can use other un-used prioritized and shared resources. 
But the following needs to be further studied, e.g., for the S-NSSAI 1, 
· it can explicitly use resources belonging to which S-NSSAIs;
· it can use the dedicated but not used resources of other S-NSSAIs;
· it can preempt the used prioritized and/or shared resources from other S-NSSAIs. 
In this case, further involvement with SA5 is required.


[bookmark: _Toc65600628]6.2.3.2	Slice resource re-partitioning
Editor note: Feasibility of this solution at system level requires further work including checking with SA5.
This solution is applicable to scenario 1. In this solution, the resource limits for a particular slice in the RAN are relaxed (possibly for a limited time period). This is applicable for resource types which have been hard-partitioned between slices, or where a limit per slice has been defined according to the SLA. For example, such an approach could be applied individually (or jointly) to the following:
· spectrum resource (e.g. slots, beams, carriers etc)
· transport resources (e.g. backhaul capacity)
· hardware resources (e.g. specific processors, processing load, intra-RAN logical nodes such as a gNB-CU-UP)
To solve this problem, the system can allow a slice to use another slice’s resources on a temporary basis i.e. making the partition soft. The RAN may allow such temporary overflow while keeping some form of accounting of resources used which may be used to modify the existing SLA, or provide reporting.
Re-partitioning policy may be configured in the RAN.
The solution may have impacts in metric collection and OAM requirements, but does not impact the core network or the UE.

[bookmark: _Toc63430956][bookmark: _Toc65600629]6.2.3.3	Multi-carrier radio resource sharing
This solution is applicable to scenario 1. In this solution, it is assumed that radio resources are primarily assigned to a slice (or slice sets) on a frequency, or cell, basis. For example, a RAN node may host two layers as shown below:


Figure 6.2.3.3-1: RAN node supporting two layers
The solution addresses temporary resource shortage in one cell as per scenario 1, and where the RAN node hosts another cell with different frequency and overlapping coverage where the same slice is available. 
In above, this could be the case for slice 1 and cell 1/F2 (or also slice 1 and cell 2/F1).
The solution consists of setting up DC or CA using user plane resources of F1 (or F2), for some or all UEs with slice1 PDU sessions. This action can be wholly decided by the RAN node, without referring to the CN or other nodes. This solution can be seen as fallback planning in the RAN.
End of Excerpt from TR38.832

Below is an analysis of each solution class.

Analysis of Configuration Based Solutions
As described in section 6.2.3.1 of TR38.832 (see above), slice re-mapping between different S-NSSAIs can be achieved via the prioritized resource modeling specified in TS28.541. 
According to the model specified in TS28.541, a slice with e.g. S-NSSAI 1 can be assigned free resources in  one of the following RRM Policy Ratios:
· Shared resources of which S-NSSAI is member: Services of S-NSSA 1 with sufficiently high ARP can pre-empt other services in the shared resource portion. This ensures service continuity in situations of overload
· Prioritised Resource shares of which S-NSSAI 1 is member: Services of S-NSSA 1 with sufficiently high ARP can pre-empt other services in the prioritised resource portion. This ensures service continuity in situations of overload
· Dedicated resource shares of which S-NSSAI 1 is member: services of S-NSSAI 1 will always be able to access such resources. If such resources are full, access to them will be governed by the ARP of the service
The above observations provide an answer to the following study points captured in TR38.832:
But the following needs to be further studied, e.g., for the S-NSSAI 1, 
· it can explicitly use resources belonging to which S-NSSAIs;
Yes, it can use shared and prioritized resources of partitions where S-NSSAI 1 and other S-NSSAIs are member.
But the following needs to be further studied, e.g., for the S-NSSAI 1, 
· it can preempt the used prioritized and/or shared resources from other S-NSSAIs. 
Yes, if the ARP of the service is sufficiently high
The only point that needs to be studied out of the ”Configuration Based solutions” description is the following:
But the following needs to be further studied, e.g., for the S-NSSAI 1, 
· it can use the dedicated but not used resources of other S-NSSAIs;

With respect to this point, it should be stated that the only purpose of dedicated resource partitions is that of being accessible only by slices that are members of it. It is currently also possible to update the member list of slices that can access a dedicated partition, therefore achieving dynamic accessibility to such resources. 
Making a dedicated resource partition something that can be accessed also by non-member slices would defeat the purpose of the dedicated partition altogether. Moreover, such approach would not be in line with the policies defined in TS28.541, which is a prerequisite of any solution.
In order to exploit resources of a dedicated partition that are consistently unutilized, an approach in line with TS28.541 would be where the OAM monitors resource utilisation in each partition and adjusts such partitions on the basis of i) detection of consistently unutilized resources and ii) detection of high priority services consistently running out of resources. 
The latter approach is possible in a 5G system. In fact, while in LTE interactions between the RAN and OAM have typically been seen as slow (typically with a 15 minutes period), in 5G interactions with the OAM are much more dynamic and agile and they can be assumed to happen on a second basis.
Moreover, SA5 has defined measurements such as Mean UL PRB used for data traffic, Mean DL PRB used for data traffic, Peak UL PRB used for data traffic, Peak DL PRB used for data traffic (see TS28.552), which are collected per QoS class, per S-NSSAI and per PLMN. These measurements allow to deduce how resources for each RRM partition are utilised.
Given that the calculation of available/occupied resources is anyhow a process based on averaging (i.e. resource availability at a target cell is deduced by averaged measurements), it is plausible that a solution to re-shape RRM partitions is also based on averaging techniques and therefore it acts with periods in the order of seconds, which is achievable by the OAM system. 
An example of how such solution could work is shown in the figure below:
[image: ]
Figure 1: Resource repartitioning solution based on RRM Policy Ratio utilization monitoring and adjustments
Conclusion: A configuration based solution to address the case of slice resource remapping can be based on monitoring of RRM Policy resource utilisation at OAM and updating of RRM Policy Ratios by the OAM

In the conclusions section of TR38.832 it is stated that, for solutions to scenarios 1, 3, 5 and 6: ”Solutions are expected to be refined during normative phase after feedback from SA2 and SA5.” The WID in [1] states that interactions with SA5 is needed when finding solutions for the objective in Seciton 1. Hence the following is proposed:

Proposal 3: It is proposed to send an LS to SA5 proposing a network slice resource remapping solution based on monitoring of RRM Policy resource utilisation at OAM and updating of RRM Policy Ratios by the OAM

Analysis of Slice resource re-partitioning solutions
The solution in section 6.2.3.2 of TR38.832 is technically a viable option. However, it implies a re-design of Dedicated resource partitions. As explained above, the existance of dedicated partitions is motivated by the need of having a pool of resources accessible only by a selected set of slices. If this pool becomes available also to non-member slices, the whole purpose of dedicated partitions is lost.    
Further, the solution is not in line with the current status of TS28.541. 
When analysing this solution, it seems not as effective as the solution proposed above based on OAM Policy Ratio updates. The reason is that the solution implies rather substantial changes to the RRM policies specified in 28.541, which would defeat the purpose of dedicated resource partitions. 
We therefore propose the following:
Proposal4: It is proposed to consider the slice resource re-partitioning solutions with second priority with respect to solutions based on monitoring of RRM Policy resource utilisation at OAM and updating of RRM Policy Ratios by the OAM

Analysis of Multi-carrier radio resource sharing solutions
This class of solutions is optimal in the sense that it may provide a solution to resource shortage for high priority services of a given slice, while avoiding impacts on the system. 
The solution solves cases where the UE can be configured with PSCells supporting the slice for which resource shortage is experienced, hence the solution may not be available in all cases. Nevertheless this solution shall be analysed further to confirm that it has no impact on the standard.
Proposal 5: it is proposed to consider  Multi-carrier radio resource sharing solutions as viable and beneficial and to further analyse that they do not carry an impact on the current standard
Conclusion
In this paper the following Proposals and Conclusions were derived:
Proposal 1: It is proposed to focus on solutions to Scenario 1 of TR38.832
Proposal 2: It is proposed that solutions for resource remapping are in line with models defined in TS28.541 and that they are based on OAM configurations at the RAN
Conclusion: A configuration based solution to address the case of slice resource remapping can be based on monitoring of RRM Policy resource utilisation at OAM and updating of RRM Policy Ratios by the OAM
Proposal 3: It is proposed to send an LS to SA5 proposing a network slice resource remapping solution based on monitoring of RRM Policy resource utilisation at OAM and updating of RRM Policy Ratios by the OAM
Proposal 5: it is proposed to consider  Multi-carrier radio resource sharing solutions as viable and beneficial and to further analyse that they do not carry an impact on the current standard
A draft LS to SA5 is available in [2]
[bookmark: _In-sequence_SDU_delivery]References
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