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Introduction
The work item for the enhancement on RAN support of network slicing was agreed. The RAN3 related detailed objectives of the work item in [1] as below:
3.
Support service continuity, in cases of resource shortage for the current slice in the target cell, but resources of other slices or other cells can be used based on slice resource management while maintaining the S-NSSAI unchanged. Solutions include Configuration based solution, Slice resource re-partitioning solution and Multi-carrier radio resource sharing solution, as described in TR 38.832 [RAN3]

a.
Determine further potential capabilities required to OAM. Coordination with SA5 is needed.

b.
Determine and specify the necessary signalling on NG and Xn interfaces (e.g. to report RAN internal slice resource change) if any. Coordination with SA2 and SA5 may be needed.

…….

Note: This work item should take SA2 output on slicing enhancement into consideration if RAN impacts are identified, e.g. the relation between Tracking Area and S-NSSAI is expected to impact the solution for slice based cell reselection, and the enforcement of DL and UL Slice MBR is expected to impact network interfaces including NG/Xn/F1/E1.
This contribution will discuss the scenarios and solutions.
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Discussion
In the slicing enhancement SI phase, the Service Continuity supporting was discussed and the details are captured in TR38.832 [2]. In the conclusion section, only the resource shortage scenarios are agreed to be included in WI phase.

Conclusions on Solutions for Scenarios 1, 3, 5, 6:
The solutions to support following RAN slicing scenarios are recommended by RAN3 to be specified in normative phase:
-
Resource shortage in case of Intra-RA mobility
-
Slice resource shortage for MR-DC
-
Slice overload in RAN node in absence of mobility
The following solutions are recommended by RAN3 to be specified in normative phase for scenario 1,3,5,6 according to TS 28.541 [2]. Study in SA5 is needed if further capabilities are deemed required by RAN in normative phase beyond those already supported:

-
Configuration based Solution (section 6.2.3.1)

-
Slice resource re-partitioning (section 6.2.3.2)

-
Multi-carrier radio resource sharing (section 6.2.3.3)  
RAN3 sent liaison to SA5 to consulting the feasible of these solutions. The response liaison from SA5 is received in [3]. In this liaison, SA5 state their understanding and point view on these solutions as below.

SA5 thanks 3GPP RAN3 for the LS on “Response to LS Reply on Enhancement of RAN Slicing” and would like to provide the following feedback to the solutions for supporting scenario 1 and scenario 2 in TR 38.832-030.

· Regarding candidate solutions 6.2.1, 6.2.2 and 6.2.4, the need for and enforcement of remapping of S-NSSAI is outside the scope of SA5 and has not been discussed, but the management support needed can be provided as required.

· Regarding candidate solution 6.2.3 (Configuration Based Solution), the concept of RRMPolicyRatio is available as defined by SA5. It may be modified to accommodate for local traffic situations. Shared resources are always available for contention. Resources with priority for certain slices are shared when not used. Dedicated resources cannot currently be shared outside the assigned group of slices. A study in SA5 may be needed if further capabilities are deemed required by RAN. Pre-emption is primarily a question for RAN3, where SA5 will provide management capabilities as required. RRMPolicy defined in TS 28.541 can therefore be useful for scenario 1 (Slice resource shortage in case of Intra-RA mobility and Inter-RA mobility) without needing remapping between different S-NSSAIs but is not useful for scenario 2 (Non-supported slice in case of Inter-RA mobility).

· Regarding candidate solution 6.2.5 (Slice resource re-partitioning), the concept of RRMPolicyRatio is available as defined by SA5. It may be dynamically modified to accommodate for local traffic situations, therefore re-partitioning resources (a.k.a reconfiguring ratios) between groups of network slices is possible. Shared resources are always available for contention. Resources with priority for certain slices are shared when not used, i.e. making the partition soft. A study in SA5 may be needed if further capabilities are deemed required by RAN.
· Regarding solution 6.2.6, the concept of RRMPolicyRatio is configurable per cell, but not per frequency, as defined by SA5. Setting up DC or CA is outside the scope of SA5, but the management support needed can be provided as required by RAN.

· Regarding solution 6.2.7 and 6.2.8, they are considered outside the scope of SA5 work.

From above SA5 response, we may know that the RRMPolicyRatio configuration in the cell/node already is captured in 28.541[4] to define the resource usage as below:. 
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The following are the definition for above mentioned three resource categories:

-
Shared resources: means the resources that are shared with other rRMPolicyMemberList(s) (i.e. the rRMPolicyMemberList(s) defined in RRMPolicyRatio(s) name-contained by the same ManagedEntity). The shared resources are not guaranteed for use by the associated rRMPolicyMemberList. The shared resources quota is represented by [rRMPolicyMaxRatio-rRMPolicyMinRatio].
-
Priortized resources: means the resources are preferentially used by the associated RRMPolicyMemberList. These resources are guaranteed for use by the associated RRMPolicyMemberList when it needs to use them. When not used, these resources may be used by other rRMPolicyMemberList(s) (i.e. the rRMPolicyMemberList(s) defined in RRMPolicyRatio(s) name-contained by the same Managed Entity). The prioritized resources quota is represented by [rRMPolicyMinRatio-rRMPolicyDedicatedRatio]
-
Dedicated resources: means the resources are dedicated for use by the associated RRMPolicyMemberList. These resources can not be shared even if the associated RRMPolicyMember does not use them. The Dedicated resources quota is represented by [rRMPolicyDedicatedRatio].
The Configuration based Solution (section 6.2.3.1) in TR38.832 is studied based on the RRMPolicyRatio policy. From the TR, we may clear aware that this policy can fulfill the resource shortage issue raised by RAN3. RAN3 would study the below issue for optimized the policy

But the following needs to be further studied, e.g., for the S-NSSAI 1,

-
it can explicitly use resources belonging to which S-NSSAIs;

-
it can use the dedicated but not used resources of other S-NSSAIs;

-
it can preempt the used prioritized and/or shared resources from other S-NSSAIs. 

The dedicated resource cannot be shared by other slice follow the definition. As SA5 LS response, we don’t think we need support use the dedicated resource belongs to specific slice. We can make good plan on the Shared resources and Priortized resources. About the preempt method for the used prioritized and/or shared resources, we don’t think it is needed. The flexible is enough with these two kind resources defined among the slices in one Managed Entity (i.e cell, CU etc.). 
Proposal 1: No enhancement is needed for Configuration based Solution from SA5 and RAN3

In Slice resource re-partitioning (section 6.2.3.2) solution, we suppose some resource is hard-partitioned for specific slice or slice list, such as spectrum, transport resource, hardware resource. 
This solution is applicable to scenario 1. In this solution, the resource limits for a particular slice in the RAN are relaxed (possibly for a limited time period). This is applicable for resource types which have been hard-partitioned between slices, or where a limit per slice has been defined according to the SLA. For example, such an approach could be applied individually (or jointly) to the following:

-
spectrum resource (e.g. slots, beams, carriers etc);

-
transport resources (e.g. backhaul capacity);

-
hardware resources (e.g. specific processors, processing load, intra-RAN logical nodes such as a gNB-CU-UP).

To solve this problem, the system can allow a slice to use another slice's resources on a temporary basis i.e. making the partition soft. The RAN may allow such temporary overflow while keeping some form of accounting of resources used which may be used to modify the existing SLA, or provide reporting.

Re-partitioning policy may be configured in the RAN.

In fact these resource partitioning may be done by implementation. In the current specification, only RACH is slice based partitioning which is discussed by RAN2 in this WI. For other resource, we don’t think we need specify the hard partition policy in this WI. For the re-partitioning policy, we may use the same policy as RRMPolicyRatio. In the RRMPolicyRatio policy, these resource include PRB within CELL and DU, RRC connected users within CU and DRB within CU-UP. We follow the same principle to define new resource in the RRMPolicyRatio and ask SA5 if it is reasonable and feasible. 
Proposal 2: Reuse RRMPolicyRatio policy for Slice resource re-partitioning solution
Proposal 3: Study what the new resource type is need for Slice resource re-partitioning solution
For the MRDC scenario, it is not in SA5 scope and purely impact on RAN3. The scenario in TR 38.832 captured as below:

6.2.3.3
Multi-carrier radio resource sharing

This solution is applicable to scenario 1. In this solution, it is assumed that radio resources are primarily assigned to a slice (or slice sets) on a frequency, or cell, basis. For example, a RAN node may host two layers as shown below:
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Figure 6.2.3.3-1: RAN node supporting two layers

The solution addresses temporary resource shortage in one cell as per scenario 1, and where the RAN node hosts another cell with different frequency and overlapping coverage where the same slice is available.

In above, this could be the case for slice 1 and cell 1/F2 (or also slice 1 and cell 2/F1).

The solution consists of setting up DC or CA using user plane resources of F1 (or F2), for some or all UEs with slice1 PDU sessions. This action can be wholly decided by the RAN node, without referring to the CN or other nodes. This solution can be seen as fallback planning in the RAN.
From above the description, the DC or CA can be setup if the resource of slice in Pcell is shortage. The other cell maybe supports same slice or different slice (at least include the resource shortage slice). In current specification, from single bearer handover to two bearers already is supported by the existing procedures like as captured in 10.7 Inter-Master Node handover with/without Secondary Node change in 37.340 [5].   
Proposal 4: No enhancement is needed for the Multi-carrier radio resource sharing solution
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Conclusion

In the present contribution we make the following observations and proposal:
Proposal 1: No enhancement is needed for Configuration based Solution from SA5 and RAN3

Proposal 2: Reuse RRMPolicyRatio policy for Slice resource re-partitioning solution
Proposal 3: Study what the new resource type is need for Slice resource re-partitioning solution
Proposal 4: No enhancement is needed for the Multi-carrier radio resource sharing solution
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