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1. Introduction
[bookmark: _GoBack]Last meeting we had a lengthy discussion on standard impacts for AI/ML models related to mobility, with the most part focusing on inputs and outputs. In this TDoc we propose to resolve some FFS within the TR, mainly related to the model for UE position prediction.
2. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Discussion
UE geographical location prediction is a potential use case (or “tool box”) discussed many times with support from many companies. It can be defined from the impact point of view, i.e. reflected as “output = predicted UE location”.
However, this use case faced some challenge during the e-mail discussion last meeting [1], preventing it from captured into the TR without FFS. The challenge came from two aspects.
First, it was ever commented that the output of mobility AI/ML model should only be the final RRM decision, with various inputs collected from the node internally, from the UE, from neighbours, or from the core network.
In our understanding, this is the most ideal case where the operator doesn’t need to do anything manually. However we don’t think the AI mechanisms nowadays are so “intelligent” that can handle this big task very well. The inputs of such “ideal” AI/ML model are with very high dimension, and many inputs are time series. It would be better to cut this big task into easier ones (easier to organise inputs, easier to train, easier to debug) with each of them having a better accuracy. This is the motivation of separation of “tool box” whose output are predictions from AI/ML models whose output are decisions, and even part of the motivation of “model chaining”.
Observation 1: Outputting RRC decisions directly based on raw inputs collected throughout the network may not fully utilise the benefit of AI/ML.
Second, it was ever commented that the UE position prediction function should locate at the LMF or the UE rather than at the RAN. The major reason for this argument is that the LMF and the UE are much easier to get the geographical location information than the RAN. This can be true in the current network, but on one hand putting this function within LMF or the UE has their own drawbacks, and on the other hand things will possibly change in the future.
The drawback of deploying this model within the UE is very obvious: AI/ML mechanism nowadays requires a large amount of samples during the training phase, and typically cost a lot of energy. This makes the training function highly unsuitable to be deployed in the UE. But if the training function is deployed in the network side, there will be problems on delivering the model, from the size of model toward the compatibility issue.
Deploying it within the LMF has drawback as well: The LMF is far from the radio interface and thus hard to get fresh inputs, and is only available when the UE activates the location function. Even in the future the most UEs will not activate this function as it consumes quite an amount of power. As the result, the benefit will be small.
Observation 2: Deploying the AI/ML function of UE location prediction at the UE or the LMF has significant drawbacks.
On the contrary, the difficulty of deploying the model within RAN can be overcome, especially in the future.
First of all, it is not necessary to make the geographical location information an input of model inference of geographical location prediction—in a sense the UE geographical location prediction module can be integrated with the UE positioning module. Different locations tend to have different radio “fingerprints”, and if the mobility of UE is taken into consideration, different mobility patterns tend to have different time-related radio fingerprints.
As long as the UE is moving, the time-related radio fingerprint can be different enough for the RAN to identify how the UE is moving now. (If the UE is not moving the fingerprint is not that accurate, but we don’t need any “mobility optimisation” for this case anyhow.) And of course, we can also predict where the UE will be in the future.
Observation 3: Geographical location information is not necessary an input of model inference of geographical location prediction function.
Based on abovementioned analyses, it is worthy to support AI/ML model with the predicted UE geographical location as an output.
Proposal: To remove the FFS on the “UE trajectory prediction” output entry in TR 37.817.
3. Conclusion
Observation 1: Outputting RRC decisions directly based on raw inputs collected throughout the network may not fully utilise the benefit of AI/ML.
Observation 2: Deploying the AI/ML function of UE location prediction at the UE or the LMF has significant drawbacks.
Observation 3: Geographical location information is not necessary an input of model inference of geographical location prediction function.
Proposal: To remove the FFS on the “UE trajectory prediction” output entry in TR 37.817.
4. Reference
[1] R3-214223; Summary of CB: # AIRAN5_MobilitySolution; CMCC (moderator).
5. TP for TR 37.817 (on the basis of v0.3.0)
//////////////////////////////////////////////////////////////////////skip unrelated text//////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814333]5.3.2.4 Output data
· FFS UE trajectory prediction (Latitude, longitude, altitude of UE over a future period of time)
· Estimated arrival probability in CHO and relevant confidence interval
Predicted handover target node, candidate cells in CHO, may together with the confidence of the predication
//////////////////////////////////////////////////////////////////////end//////////////////////////////////////////////////////////////////////
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