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In TSG RAN Meeting #113e, the following agreements have been achieved [1]: 
	 
For the boundary node, the following is supported for the IP addresses assigned by CU2 (target CU):
· Assignment: assignment of address(es) from CU2 network that replace address(es) from CU1 (source CU) network.
· Addition: assignment of additional addresses from CU2 network, after inter-donor migration/inter-donor topology redundancy setup.
· inter-donor RLF recovery cases are FFS
· Replacement: an address from CU2 network is replaced by another address from CU2 network.
· Procedures to be used are FFS
· Release: an address from CU2 network is released.

The node initiating the execution of the above functionalities is
· Assignment: CU1. 
· Clarification: CU1 initiates the assignment via an RRC container as part of Xn signalling 
· Addition: the boundary node.
· Replacement: CU2.
· Release: CU2. 
· It is FFS if the Release procedure can be triggered by the boundary node
· Note: procedures are not within scope of this proposal, only the initiating node is

[bookmark: _Hlk84335801]For network-based IP address allocation, the existing XnAP HO signalling be used for carrying the RRC containers for IP address assignment to the boundary node.
WA: For no IPsec/IPsec transport mode, the source CU can be notified via F1AP signalling about the network IP addresses assigned to the boundary node by CU2.
FFS if CU1 needs to know the outer IP addresses for IPSec tunnel mode
Xn based signalling can be considered if benefits can be proven/agreed
No dedicated signalling is needed to enable coupling of IP addresses in CU1 and CU2 networks.
RAN3 studies enhancements on how to avoid reconfiguration of the descendant nodes (e.g., the reconfiguration of IP addresses) in the AI 13.2.2 on reduction of service interruption.
Regarding the processing at the boundary node:
· RAN3 prefers that the boundary node processes access traffic in the same manner as the non-boundary access IAB-node.
· RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.
· FFS: In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.
· RAN2 to be liaised with respect to the points above.

For partial inter-donor migration, the IP addresses, BAP address, BH RLC CHs and default mapping used by the boundary node for traffic in a particular topology are assigned by the CU of that topology, and they are configured via RRC.
A dual-connected boundary node can receive a separate configuration of IP addresses, BAP address, BH RLC CHs for each topology by MN and SN, respectively.
Partial inter-donor migration can be revoked. FFS on whether it needs enhancement to current procedures. 
In partial inter-donor migration procedure, MOBIKE may be applied to update the outer address without changing the inner address.
1e: For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.
[bookmark: _Hlk84424935]2a: The QoS info can be passed gradually using multiple Xn messages
2b: As a baseline, RAN3 assumes that each of BAP-routing-ID mapping and BH RLC CH mapping at the boundary node are constraint to 1:1 and N:1. Support for 1:N mapping is FFS. RAN3 to liaise RAN2 on this assumption.
[bookmark: _Hlk84433103]2c: For UP access traffic to the boundary node, QoS info to be passed over the Xn interface with granularity of one or multiple F1-U GTP-U tunnels.



This paper addresses remaining aspects of partial inter-donor IAB-node migration using Xn handover. This paper also discusses IP handling at the descendant nodes during inter-donor migration and the outcome of the LSs from RAN1, 2 and 4 on DU migration. 

A TP is included in the Annex and identifies the gaps in the baseline stage-2 procedure defined in [2] for partial inter-donor IAB-node migration using Xn handover. It also provides equivalent stage-2 procedures for inter-donor redundancy and inter-donor RLF recovery.
Partial Inter-donor IAB-node migration using Xn-handover
IP address handling at the boundary node
RAN3#113-e agreed the following on IP address handling at the boundary node:
For the boundary node, the following is supported for the IP addresses assigned by CU2 (target CU):
· Assignment: assignment of address(es) from CU2 network that replace address(es) from CU1 (source CU) network.
· Addition: assignment of additional addresses from CU2 network, after inter-donor migration/inter-donor topology redundancy setup.
· inter-donor RLF recovery cases are FFS
· Replacement: an address from CU2 network is replaced by another address from CU2 network.
· Procedures to be used are FFS
· Release: an address from CU2 network is released.

After partial migration, the boundary node becomes RRC connected to CU2, so addition, replacement and release of IP addresses from CU2 network can be achieved using Rel-16 procedures.

Proposal 1: After partial migration or establishment of inter-donor redundancy, Rel-16 procedures can be used for addition, replacement and release of IP addresses from CU2 network. Procedure for RRC Reestablishment is FFS.

During partial migration, for IP address assignment, CU2 sends one-to-one replacement of (outer) IP addresses from CU1 network with IP addresses from CU2 network to the boundary IAB-DU via RRC container.
CU2 uses the new addresses to configure the DL mapping at the IAB-donor-DU2. 
CU1 needs to know these addresses when migrating F1-C and F1-U to these new IP addresses. There are two options for CU1 to learn about these new IP addresses:
· Option 1: The boundary IAB-DU includes them in the gNB-DU configuration update and the IAB UP configuration update after migration.
· Option 2: The IP addresses are explicitly included in the Xn handover request Ack message.
Option 1 is compliant with Rel-16 procedure, option 2 is not. Option 2 allows CU1 to have the addresses earlier, i.e., before the HO command is sent, opposed to option 1, where CU1 learns about them after the migration has been executed. However, there is no advantage for CU1 to have the IP address at any earlier time since it cannot use them before the boundary IAB-DU has established IPsec with CU1, which occurs after migration. Further, CU1 should not take any definite measures before the boundary IAB-MT’s handover has succeeded. For this reason, option 1 should be used.

All these aspects apply to IPsec transport as well as to IPsec tunnel mode.

Proposal 2: There is no need to explicitly include IP addresses in HO REQ ACK message to source CU. This applies to IPsec transport and IPsec tunnel mode.

For IP address addition, CU2 sends the new sets of IP addresses to the boundary IAB-node via RRC. The boundary IAB-node then selects the subset of IP addresses it wants to use for the various traffic types, and reports these addresses to CU1 in the gNB-DU configuration update message. CU1 then has to report this selection to CU2 so that CU2 can configure the DL mapping on the IAB-donor-DU2.

Proposal 3: For IP address addition, the source CU to report to the target CU the IP addresses selected by the boundary IAB-node for the various traffic types so that the target CU can configure the DL mapping.
QoS info exchange for access traffic of the boundary node
The transfer of QoS info to CU2 is necessary for the establishment of DL- and UL-mapping configurations and the BH configurations in topology 2 for the traffic to be migrated.

The QoS info can be included in:
· Option 1: the Xn HO Request message, or
· Option 2: separate Xn messages.

Since RAN3 agreed that for UP access traffic to the boundary node, QoS info can be passed gradually using multiple Xn messages, option 2 will certainly have to be supported. This approach is appropriate when UP traffic is gradually migrated for inter-donor redundancy, when the QoS info is very large to fit into a single message, after RLF recovery via RRC Reconfiguration, or when UEs attach at CU1 after migration, etc.

For option 1, the QoS info needs to include the new DL F1-U GTP-U tunnel IP addresses, which are not known at this point in time. However, CU1 could include the old IP addresses instead together with the IP address assignment request. CU2 could then assign the new IP addresses, derive the corresponding new GTP-U tunnel IP addresses and configure the DL mapping on IAB-donor-DU2. Thus option 1 should also be supported as it allows to configure the UP transport over the target path early on and minimizes service interruption.
Proposal 4: The QoS info can be passed in Xn HO Request message and/or in separate UE-associated Xn messages for the boundary IAB-MT. If delivered in the Xn HO Request message, it includes the old DL GTP-U tunnel IP addresses.

Proposal 5: RAN3 to define new UA Xn signaling messages to pass QoS info for offloaded traffic and to return BH-related configuration information.
Upon successful migration (or RLF recovery) of the boundary IAB-MT, CU2 sends a UE Context Release message to CU1. Subsequent QoS info transfer from CU1 to CU2 may still follow for CU1-related traffic transport on the target path. This implies that CU1 and CU2 should retain XnAP IDs for the boundary IAB-MT while the target path is used for CU1-related traffic transport.
Proposal 6: The source CU and the target CU retain XnAP IDs after CU2 sends a UE Context Release message to CU1 if the target path is used to carry traffic to/from CU1.
DL mapping configuration for access traffic of the boundary node
Upon receiving QoS info for traffic to be offloaded to CU2’s topology, CU2 configures the DL mapping.


Since different traffic may have different QoS but same DL IP address, the DL mapping may additionally be based on DSCP and IPv6 flow label. There are two options:
· Option 1: CU1 selects a distinct (DSCP, IPv6 flow label) pair per traffic and indicates its selection to CU2. CU2 optionally uses this info for the DL mapping configuration.
· Option 2: CU2 optionally selects a DSCP and/or IPv6 flow label for the traffic and indicates its selection to CU1. CU1 sets the IP header fields of the traffic PDUs accordingly.  
Both options are technically feasible. There is no DSCP and/or IPv6 flow label collision since the DL mapping also includes the IAB-node’s IP address.

One might argue that CU1 should select these values since it terminates the corresponding F1-U tunnel. One might alternatively argue that CU2 should select these values since it controls IAB-donor-DU2.

The best is to follow the precedence defined in Rel-16 for IAB operating in ENDC with a UE SCG bearer anchored at the MCG. In this case, the IAB-donor, i.e., the SCG controlling the IAB-donor-DU, determines the DL DSCP/IPv6FL settings to be used by the MCG.

This implies that for partial migration, it is CU2 to determine DSCP/IPv6 FL settings for the traffic passed via the target path.

Proposal 7: CU2 to select DSCP and IPv6 FL for DL mappings of the offloaded traffic in analogy with MCG-anchored bearers in ENDC.
UL mapping configuration of the boundary node
Upon receiving from CU1 the QoS info for a traffic instance to be offloaded to CU2’s topology, CU2 returns to CU1 an UL mapping configuration for the traffic instance. As in Rel-16, this includes a BAP routing ID, a next-hop BAP address and an egress BH RLC CH ID. CU1 configures on F1 the received UL mapping at the boundary node.

Proposal 8: Per traffic instance (i.e., traffic type for non-UP traffic or one or multiple F1-U tunnels for UP traffic) offloaded to CU2’s topology, CU2 returns the UL mappings used in CU2’s network to CU1 which is F1-AP configured by CU1 on the boundary node.

RAN3#113-e agreed that “For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.” Since the BAP IDs are selected by CU2 but configured by CU1, CU1 may indicate an egress topology ID for the UL mapping entry. This becomes necessary in the case of inter-donor redundancy since CU1 and CU2 may select same BAP IDs in their respective topologies.

Proposal 9: The UL mapping configuration may include an egress topology ID.
IP address handling at the descendant node
As a baseline, the descendant node needs to be reconfigured with IP address(es) for traffic remapped to the target path. Since the descendent node is only connected to CU1, and since the donor-DU on the target path is connected to CU2, CU1 must ask CU2 for IP address addition for the descendant node. There are three options:
· Option 1: CU1 sends a boundary-IAB-MT-specific UA Xn message to CU2
· In this manner, CU2 will send new IP addresses from the boundary node’s new donor-DU. In this case, CU2 may think that these new IP addresses belong to the boundary node. If CU1 then also sends QoS info to CU2 on behalf of the descendent node traffic, CU2 may create an UL mapping which is not correct. It will also create a DL mapping, which actually IS correct. Therefore, CU1 includes a “for descendant node” indicator in the request message.
· Option 2: CU1 sends a descendant-node-specific UA Xn message to CU2
· This option does not make sense since CU2 does not care about any descendant node.
· Option 3: CU1 sends a NUA message to CU2
· This message must include the boundary-node indicator so that CU2 returns IP addresses from the right donor-DU. This means that it is a UA message, where the UE is the boundary IAB-MT.
We propose option 1.

Proposal 10: For descendant nodes, CU1 sends a UA Xn message for the boundary node to CU2 to ask for IP address addition with a “for descendent node” indicator.
Full Migration
RAN3 sent an LS [3] to RAN1, RAN2 and RAN4 requesting feedback on two alternatives for full migration:
- Alt1: the two logical DUs use separate physical cell resources
- Alt2: the two logical DUs use the same physical cell resources
RAN1 responded [4] that “RAN1 has not identified any technical issues for Alt1.”
RAN2 responded [5] that “RAN2 considers Alt1 to be a feasible solution.”
RAN4 responded [6] that “Alternative 1 can be supported without impact to RAN4 specification TS 38.133”.

Therefore, full migration Alt-1 is feasible, and the following is proposed:
Proposal 11: RAN3 supports full migration Alt-1 where the different resources refer to different carriers.

The following issues with full migration have been previously identified:
· Issue 1: The boundary IAB-node receives two gNB-DU cell resource configurations from the two CUs
· Issue 2: The boundary IAB-node receives two BAP routing configurations from the two CUs

On Issue 1:
· After partial migration, the boundary IAB-MT is already connected to CU2. CU1 and CU2 coordinate an HSNA configuration for multiplexing of the parent link and IAB-DU1’s child link.
· When IAB-DU2 connects to CU2, it provides its BAP address, so CU2 knows it is collocated with the boundary IAB-MT. CU2 provides a non-conflicting HSNA configuration to IAB-DU2.

On Issue 2:
· If the boundary node has no child nodes there is no issue since BAP terminates at the boundary IAB-MT.
· If the boundary node does have child nodes, there is no issue for child-nodes connected to IAB-DU1.
· If both IAB-DU1 and IAB-DU2 have child nodes, the boundary node applies boundary role for traffic passing between topology 1 and topology 2, but it behaves like a normal intermediate IAB-node for traffic passing within each topology. RAN2 is already handling this problem in UL for inter-donor dual-connected IAB-node, where the IAB-MT connects to two topologies, and IAB-DU1 is connected to topology 1 only. A similar solution would apply in DL if there were also IAB-DU2 connected to topology 2.
· RAN3 should ask RAN2 to provide a solution for routing at the boundary node with two logical IAB-DUs. 

Proposal 12: RAN3 to ask RAN2 to provide a solution for BAP routing at a boundary node with two logical IAB-DUs.
Conclusion
This paper addressed remaining aspects of partial inter-donor IAB-node migration using Xn handover. This paper also discussed IP handling at the descendant nodes during inter-donor migration and the outcome of the LSs from RAN1, 2 and 4 on DU migration. The following proposals have been made:

Proposal 1: After partial migration or establishment of inter-donor redundancy, Rel-16 procedures can be used for addition, replacement and release of IP addresses from CU2 network. Procedure for RRC Reestablishment is FFS.
Proposal 2: There is no need to explicitly include IP addresses in HO REQ ACK message to source CU. This applies to IPsec transport and IPsec tunnel mode.
Proposal 3: For IP address addition, the source CU to report to the target CU the IP addresses selected by the boundary IAB-node for the various traffic types so that the target CU can configure the DL mapping.
Proposal 4: The QoS info can be passed in Xn HO Request message and/or in separate UE-associated Xn messages for the boundary IAB-MT. If delivered in the Xn HO Request message, it includes the old DL GTP-U tunnel IP addresses.

Proposal 5: RAN3 to define new UA Xn signaling messages to pass QoS info for offloaded traffic and to return BH-related configuration information.

Proposal 6: The source CU and the target CU retain XnAP IDs after CU2 sends a UE Context Release message to CU1 if the target path is used to carry traffic to/from CU1.
Proposal 7: CU2 to select DSCP and IPv6 FL for DL mappings of the offloaded traffic in analogy with MCG-anchored bearers in ENDC.
Proposal 8: Per traffic instance (i.e., traffic type for non-UP traffic or one or multiple F1-U tunnels for UP traffic) offloaded to CU2’s topology, CU2 returns the UL mappings used in CU2’s network to CU1 which is F1-AP configured by CU1 on the boundary node.
Proposal 9: The UL mapping configuration may include an egress topology ID.

Proposal 10: For descendant nodes, CU1 sends a UA Xn message for the boundary node to CU2 to ask for IP address addition with a “for descendent node” indicator.
Proposal 11: RAN3 supports full migration Alt-1 where the different resources refer to different carriers.
Proposal 12: RAN3 to ask RAN2 to provide a solution for BAP routing at a boundary node with two logical IAB-DUs.
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8.xx	IAB Inter-gNB-CU Topology Adaptation
8.xx.1  IAB inter-CU topology adaptation procedure 
During the inter-CU topology adaptation for single-connected IAB-node, the IAB-MT switches connection from an old parent node to a new parent node, where the old and the new parent nodes are served by different IAB-donor-CUs. Without loss of generality, the old parent node can be referred to as source parent node, and the new parent node can be referred to as target parent node. 
Figure 8.xx.1-1 shows an example of the topology adaptation procedure where the migrating IAB-MT is migrated from one IAB-donor-CU to another IAB-donor-CU. In case the IAB-DU of the migrating IAB-node retains its F1 connection with the first IAB-donor-CU (i.e. the source IAB-donor-CU) after the migrating IAB-MT connects to the second IAB-donor-CU (i.e. the target IAB-donor-CU), this procedure renders the migrating IAB-node as a boundary IAB-node.




Figure 8.xx.1-1: IAB inter-CU topology adaptation procedure 
1. The source IAB-donor-CU sends a HANDOVER REQUEST message to the target IAB-donor-CU over the Xn interface. The HANDOVER REQUEST message may carry a request for TNL address(es) for the migrating IAB-MT. The request may indicate usage of the TNL addresses. The request may provide QoS info for one or more F1-U GTP tunnels of the migrating node for which TNL addresses are requested with the granularity of one or multiple F1-U GTP tunnels. The request may include old TNL addresses used by the migrating IAB-node on the source path.
2. The target IAB-donor-CU sends a UE CONTEXT SETUP REQUEST message to the target parent node IAB-DU to create the UE context for the migrating IAB-MT and set up one or more bearers. These bearers can be used by the migrating IAB-MT for its own signalling, and, optionally, data traffic. 
3. The target parent node IAB-DU responds to the target IAB-donor-CU with a UE CONTEXT SETUP RESPONSE message. 
4. The target IAB-donor-CU performs admission control and provides the new RRC configuration as part of the HANDOVER REQUEST ACKNOWLEDGE message. The RRC Reconfiguration includes a default BH RLC CH and a default BAP Routing ID configuration for UL F1-C/non-F1 traffic mapping on the target path. It may include additional BH RLC channels. This step may also include allocation of TNL address(es) that is (are) routable via the target IAB-donor-DU as requested in step 1. The new TNL address(es) may be included in the RRCReconfiguration message as a replacement of the old TNL addresses received in step 1. This step may also include allocation of additional TNL address(es) routable via the target IAB-donor-DU. In case IPsec tunnel mode is used to protect the F1 and non-F1 traffic, the allocated TNL address is outer IP address. The HANDOVER REQUEST ACKNOWLEDGE message may carry UL mappings of the migrating node’s F1-U GTP tunnels per QoS info received in step 1. The message may also carry DSCP and IPv6 Flow Label selected by the target IAB-donor-CU for DL mappings of the migrating node’s offloaded traffic to the target topology.
5. The source IAB-donor-CU sends a UE CONTEXT MODIFICATION REQUEST message to the source parent node IAB-DU, which includes the received RRCReconfiguration message from the target IAB-donor-CU. The Transmission Action Indicator in the UE CONTEXT MODIFICATION REQUEST message indicates to stop the data transmission to the migrating IAB-node.
6. The source parent node IAB-DU forwards the received RRCReconfiguration message to the migrating IAB-MT.
7. The source parent node IAB-DU responds to the source IAB-donor-CU with the UE CONTEXT MODIFICATION RESPONSE message. 
8. A random access procedure is performed at the target parent node IAB-DU.
9. The migrating IAB-MT responds to the target parent node IAB-DU with an RRCReconfigurationComplete message. 
10. The target parent node IAB-DU sends an UL RRC MESSAGE TRANSFER message to the target IAB-donor-CU to convey the received RRCReconfigurationComplete message. 
11. The target IAB-donor-CU triggers path switch procedure for the migrating IAB-MT, if needed.
12. The target IAB-donor-CU configures BH RLC channels and BAP-sublayer routing entries on the target path between the target parent IAB-node and target IAB-donor-DU as well as DL mappings on the target IAB-donor-DU for the migrating IAB-node’s target path. 
Editor’s Note: Whether the step 12 can be performed at earlier stage is FFS.
Editor’s Note: Before step 12, the signalling exchange between the source IAB-donor-CU and the target IAB-donor-CU is needed to help the target IAB-donor-CU configure the BAP routing and BH RLC CH mapping at the target path, and help the target IAB-donor-CU perform the configuration for traffic transmission via the target path. FFS on details.
13. The F1-C and F1-U are switched to the target path, details are FFS. The F1-C connections are switched to use the migrating IAB-node’s new TNL address(es). The source IAB-donor-CU updates the UL BH information associated to each GTP-tunnel to migrating IAB-node for which QoS info was shared with the target IAB-donor-CU in step 1 based on the UL mappings received in step 4. This step may also update UL FTEID and DL FTEID associated to each GTP-tunnel. All F1-U tunnels are switched to use the migrating IAB-node’s new TNL address(es). This step may use non-UE associated signaling in E1 and/or F1 interface to provide updated UP configuration for F1-U tunnels of multiple connected UEs or child IAB-MTs. The source IAB-donor-CU may also update the UL BH information associated with non-UP traffic. Implementation must ensure the avoidance of potential race conditions, i.e., no conflicting configurations are concurrently performed using UE-associated and non-UE-associated procedures.
Editors’ Note: Whether the step 13 should align to the corresponding Rel-16 text?
Editors’ Note: The routing in the target path is FFS.
14. The target IAB-donor-CU sends UE CONTEXT RELEASE message to the source IAB-donor-CU. The source IAB-donor-CU and the target IAB-donor-CU retain XnAP IDs for the migrating IAB-MT.
15. The source IAB-donor-CU may release BH RLC channels and BAP-sublayer routing entries on the source path between source parent IAB-node and source IAB-donor-DU. 
16. The migrating IAB-node selects new TNL addresses for its F1-C connections, F1-U GTP tunnels and/or non-F1 traffic and provides the updated TNL addresses to the source IAB-donor-CU. This step is optional.
17. The source IAB-donor-CU may provide the target IAB-donor-CU with updated QoS info for the one or more F1-U tunnels of the migrating node that were switched to the target path in a previous step, e.g., step 13. The source IAB-donor-CU may provide the target IAB-donor-CU with QoS info for one or more additional F1-U GTP tunnels of the migrating node with the granularity of one or multiple F1-U GTP tunnels. The source IAB-donor-CU may indicate to the target IAB-donor-CU the release of an F1-C connection or F1-U GTP tunnel of the migrating node from the target path. The source IAB-donor-CU may include DL TNL address(es) for the F1-C and/or F1-U GTP tunnels of the migrating node as received in a previous step, e.g., step 15. This step is optional.
18. The target IAB-donor-CU configures BH RLC channels and BAP-sublayer routing entries on the target path between the migrating IAB-node and target IAB-donor-DU, BAP-sublayer routing entries on the target path between the target parent IAB-node and target IAB-donor-DU, and DL mappings on the target IAB-donor-DU for the migrating IAB-node’s target path. This step is optional.
19. The target IAB-donor-CU may provide updated UL mappings for the migrating node’s F1-C connections, F1-U GTP tunnels and/or non-F1 traffic. The target IAB-donor-CU may return new UL mappings of the migrating node’s F1-U GTP tunnels per QoS info received in step 17. The message may also carry DSCP and IPv6 Flow Label selected by the target IAB-donor-CU for DL mappings of the migrating node’s offloaded traffic to the target topology. This step is optional.
20. The source IAB-donor-CU updates the UL BH information associated with the migrating node’s F1-C, F1-U and non-F1 traffic. This step is optional.
21. Steps 16-20 may repeat. This step is optional.
NEXT  CHANGE
8.xx.2  IAB inter-CU topological redundancy procedure
Figure 8.xx.2-1 shows an example for an IAB topology, where one IAB-node, referred to as the dual-connecting IABnode, has two paths towards two IAB-donors via different IAB-donor-DUs.


Figure 8.xx.2-1: IAB inter-CU topological redundancy procedure
1. The MN IAB-donor-CU sends an S-NODE ADDITION REQUEST message to the SN IAB-donor-CU over the Xn interface.
2. The SN IAB-donor-CU sends the UE CONTEXT SETUP REQUEST message to the second parent node IAB-DU, to create the UE context for the dual-connecting IAB-MT and to set up one or more bearers. These bearers can be used by the dual-connecting IAB-MT for its own signalling, and, optionally, data traffic.
3. The second parent node IAB-DU responds to the SN IAB-donor-CU with a UE CONTEXT SETUP RESPONSE message.
4. The SN IAB-donor-CU performs admission control and provides the SN RRC Reconfiguration message as part of the S-NODE ADDITION REQUEST ACKNOWLEDGE message. The SN RRCReconfiguration message may contain one or more TNL address(es) for the dual-connecting IAB-DU, which are anchored at the second-path IAB-donor-DU.
5. The MN IAB-donor-CU sends a DL RRC MESSAGE TRANSFER message to the first parent node IAB-DU, which includes the SN RRCReconfiguration message.
6. The first parent node IAB-DU forwards the received RRCReconfiguration message to the dual-connecting IAB-MT.
7. The dual-connecting IAB-MT responds to the first parent node IAB-DU with an RRCReconfigurationComplete message.
8. The first parent node IAB-DU sends an UL RRC MESSAGE TRANSFER message to the MN IAB-donor-CU, to convey the received RRCReconfigurationComplete message.
9. The MN IAB-donor-CU informs the SN IAB-donor-CU that the dual-connecting IAB-MT has completed the reconfiguration procedure successfully via S-NODE RECONFIGURATION COMPLETE message, including the SN RRCReconfigurationComplete message.
10. If applicable, the update of the UP path for the dual-connecting IAB-MT towards the 5GC is performed via a PDU Session Path Update procedure.
11. A Random Access procedure is performed at the second parent node IAB-DU.
12. The remaining part of the procedure follows the steps 16-21 of the inter-donor topology adaptation procedure defined in clause 8.xx.1.
NEXT  CHANGE
8.xx.3  IAB inter-CU Backhaul RLF recovery procedure
Figure 8.xx.3-1 shows an example of the BH RLF recovery procedure for an IAB-node in SA mode. In this example, the IAB-node changes from its initial parent node to a new parent node, where the new parent node is served by an IAB-donor different than the one serving the initial parent node.


Figure 8.xx.3-1: IAB inter-CU backhaul RLF recovery procedure
1. The IAB-MT declares BH RLF for the MCG as described in TS 38.331 [23], clause 5.3.10.3.
2. The IAB-MT undergoing recovery from RLF conducts the RRC re-establishment procedure at the new parent node, as defined in clause 8.7. In this procedure, the source IAB-donor-CU may include in the RETRIEVE UE CONTEXT RESPONSE message to the target IAB-donor-CU the old TNL addresses used by the IAB-node undergoing recovery on the source path. The target IAB-donor-CU may provide new TNL address(es), which is(are) anchored at the new IAB-donor-DU, to the IAB-MT via RRC signalling. The new TNL address(es) may be included in the RRCReconfiguration message as a replacement for the old TNL address(es) received from the source IAB-donor-CU.
3. The F1-C connections of the IAB node undergoing recovery are switched to use the new TNL address(es).
4. The remaining part of the procedure follows the steps 16-21 of the inter-donor topology adaptation procedure defined in clause 8.xx.1.

END OF CHANGE
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