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Introduction
During RAN3#112-e meeting, service interruption reduction in intra-donor migration was discussed and two solutions to support transfer of RRCReconfiguration for descendent IAB node over source path were discussed. And an LS [1] was sent to RAN2 to ask for feedback on the two solutions. In RAN2#115e meeting, the LS on service interruption reduction was discussed and the reply LS was agreed in [2]. Meanwhile, during RAN3#113-e meeting, service interruption reduction was further discussed and some agreements were reached on the trigger of RRCReconfiguration transfer/execution. In this contribution, we further discuss the down-selection of the two solutions based on the RAN2 feedback.   
Discussion
The reply LS on reduction of service interruption during intra-donor IAB-node migration from RAN2 is excerpted in the below. For solution 1, RAN2 points out that the case of IAB-node migration failure needs to be discussed for solution 1. And RAN2 emphasizes that for solution 1, RRC messages (PDCP PDUs) should be received in order, and RAN2 would investigate if there are impacts on PDCP due to the RRC message withheld at the parent node or due to multiple withheld RRC messages. 
	RAN2 provides the following feedback to RAN3 regarding Solutions 1 and 2:

Solution 1:
RAN2 observes that there are a few aspects of Solution 1 requiring further discussion in RAN2, which are provided at the end.

RAN2 emphasizes that for solution 1, RRC messages (PDCP PDUs) should be received in order, and RAN2 would investigate if there are impacts on PDCP due to the RRC message withheld at the parent node or due to multiple withheld RRC messages.

Solution 2:

RAN2 expects the following impact for Solution 2:

Impact to RRC specification (38.331):

Indication for conditional execution to be added to ASN.1 for RRCReconfiguration message

Procedures for the child IAB-node to potentially discard the buffered RRCReconfiguration, to address the case of IAB-node migration failure.

L1/L2 indication (e.g. new BAP control PDU) sent by the migrated parent IAB-node DU to the descendant IAB-node MT to trigger the execution of RRCReconfiguration at the child IAB-node MT, and related configuration at the parent node. 

Finally, RAN2 observes that trigger conditions for both Solution 1 (to forward withheld RRCReconfiguration) and Solution 2 (to send the L1/L2 indication) require further discussion. Interaction of CHO with both solutions may also need further discussion. The case of IAB-node migration failure needs to be discussed for solution 1, and the impacts for solution 2 are provided above.

RAN2 requests RAN3 to consider the above feedback in their discussion of solutions for reduction of service interruption during intra-donor IAB-node migration.


Based on the reply LS from RAN2, the feasibility of solution 1 requires further discussion in RAN2. In our view, the PDCP reordering timer for SRB shall be set as “infinity” by CU to avoid packet loss of RRC signaling. As pointed out by RAN2 in the reply LS, RRC messages (PDCP PDUs) should be received in order, otherwise subsequent PDCP PDUs couldn’t be delivered to upper layer if there is a PDCP SN gap. As a result, if the migration of migrating IAB-MT fails, the buffered RRCReconfiguration shall not be deleted. On the other hand, if the buffered RRCReconfiguration is released to child MT upon migration failure, incorrect reconfiguration would be implemented by the child MT. 

During the offline discussion in RAN2, some company proposed that if a new RRC Reconfiguration arrives, while the buffered RRC Reconfiguration message has not yet been delivered, the parent will deliver both messages to the child. However, we are not sure how it works. In current specification, parent IAB-DU is not aware of the message type of the RRC message included in the RRC container in the F1AP message since it should be transparent delivered via the parent DU. Actually, if the RRC message included in the RRC-Container IE in the F1AP message is not RRC Reconfiguration message, the buffered RRC Reconfiguration message should not be released to child IAB-MT. Otherwise, incorrect reconfiguration would be performed by the child MT. In our view, the handling of the buffered RRC Reconfiguration message at parent node in solution 1 would be further discussed in RAN2 and RAN3 needs to wait for RAN2 progress. 
Observation 1: In the RAN2 reply LS, RAN2 points out that the case of IAB-node migration failure needs to be discussed for solution 1. And RAN2 emphasizes that for solution 1, RRC messages (PDCP PDUs) should be received in order, and RAN2 would investigate if there are impacts on PDCP due to the RRC message withheld at the parent node or due to multiple withheld RRC messages. 
Observation 2: If the migration of migrating IAB-MT fails, the buffered RRCReconfiguration shall not be deleted. And if the buffered RRCReconfiguration is released to child MT upon migration failure, incorrect reconfiguration would be implemented by the child MT. 

Proposal 1:  RAN3 needs to wait for RAN2 progress on the handling of the buffered RRC Reconfiguration message at parent node upon migration failure in solution 1. 
For solution 2, the impacts to RAN2 are provided in the reply LS including the impact to RRC specification and an L1/L2 indication to trigger the execution of RRCReconfiguration. During the offline discussion in RAN2, some company has some concern that solution 2 is not applicable to inter-CU migration scenario since solution 2 is based on RRC signaling.  In our view, if IAB-DU cell’s PCI change after migration, CHO procedure could be used by UEs. And current CHO execution conditions (CHO event A3/A5) could be reused without new UE impact. On the other hand, if IAB-DU cell’s PCI doesn’t change after migration, legacy HO procedure could be used for UEs for PDCP key change and RRCReconfiguration messages for the UEs could be delivered via target path after the migration of boundary node. In this case, there is no need to deliver UEs’ RRCReconfiguration messages via source path in advance. In a sum, solution 2 could be applicable to inter-donor migration scenario as well. 
Observation 3: For solution 2, the impacts to RAN2 are provided in the reply LS including the impact to RRC specification and an L1/L2 indication to trigger the execution of RRCReconfiguration.

Observation 4: In solution 2, if IAB-DU cell’s PCI change after migration, CHO procedure procedure could be used by UEs. And current CHO execution conditions could be reused without new UE impact.

Observation 5:  If IAB-DU cell’s PCI doesn’t change after migration, legacy HO procedure could be used for UEs for PDCP key change and RRCReconfiguration messages for the UEs could be delivered via target path after the migration of boundary node.   

Observation 6: Solution 2 could be applicable to inter-donor migration scenario as well. 
In a sum, it is suggested that solution 2 is adopted as baseline considering that the feasibility of solution 1 still needs RAN2 discussion. Since the specification work of solution 2 is mainly in RAN2. It is suggested that an LS is sent to RAN2 to trigger the specification work. 
Proposal 2: Solution 2 (RRCReconfiguration message of the descendant-node is buffered by itself) is adopted as baseline for delivering RRCreconfiguration message for descendant nodes in intra-donor migration. 

Proposal 3: An LS is sent to RAN2 to trigger the specification work of solution 2 in RAN2. 

As agreed in RAN3#113-e meeting, the RRCReconfiguration transfer in Solution 1 and RRCReconfiguration execution in Solution 2 can take place as soon as the routing table at migrating IAB node has been updated to have one or more entries for the target path, and there is RACH success of IAB-MT of migrating IAB-node. However, there is no conclusion on the trigger of the RRCReconfiguration transfer in Solution 1 and RRCReconfiguration execution in Solution 2 for descendant nodes yet. In our view, descendant nodes could determine migrating IAB-MT has accessed to target parent node successfully upon reception of the L1/L2 indication from the parent DU. IAB-MT. As a result, RRCReconfiguration execution could be triggered by descendant nodes as soon as the routing table at the descendant IAB node has been updated to have one or more entries for the target path, and the L1/L2 indication to trigger the execution of RRCReconfiguration is received in solution 2.  
Proposal 4: In solution 2, RRCReconfiguration execution could be triggered by descendant nodes as soon as the routing table at the descendant IAB node has been updated to have one or more entries for the target path, and the L1/L2 indication to trigger the execution of RRCReconfiguration is received.  
Conclusion
In this contribution, we discussed  the down-selection of the two solutions based on the RAN2 feedback. And we have the following observations and proposals:

Observation 1: In the RAN2 reply LS, RAN2 points out that the case of IAB-node migration failure needs to be discussed for solution 1. And RAN2 emphasizes that for solution 1, RRC messages (PDCP PDUs) should be received in order, and RAN2 would investigate if there are impacts on PDCP due to the RRC message withheld at the parent node or due to multiple withheld RRC messages. 
Observation 2: If the migration of migrating IAB-MT fails, the buffered RRCReconfiguration shall not be deleted. And if the buffered RRCReconfiguration is released to child MT upon migration failure, incorrect reconfiguration would be implemented by the child MT. 

Proposal 1:  RAN3 needs to wait for RAN2 progress on the handling of the buffered RRC Reconfiguration message at parent node upon migration failure in solution 1. 
Observation 3: For solution 2, the impacts to RAN2 are provided in the reply LS including the impact to RRC specification and an L1/L2 indication to trigger the execution of RRCReconfiguration.

Observation 4: In solution 2, if IAB-DU cell’s PCI change after migration, CHO procedure procedure could be used by UEs. And current CHO execution conditions could be reused without new UE impact.

Observation 5:  If IAB-DU cell’s PCI doesn’t change after migration, legacy HO procedure could be used for UEs for PDCP key change and RRCReconfiguration messages for the UEs could be delivered via target path after the migration of boundary node.   

Observation 6: Solution 2 could be applicable to inter-donor migration scenario as well. 
Proposal 2: Solution 2 (RRCReconfiguration message of the descendant-node is buffered by itself) is adopted as baseline for delivering RRCreconfiguration message for descendant nodes in intra-donor migration. 

Proposal 3: An LS is sent to RAN2 to trigger the specification work of solution 2 in RAN2. 

Proposal 4: In solution 2, for descendant nodes, RRCReconfiguration execution could be triggered as soon as the routing table at the descendant IAB node has been updated to have one or more entries for the target path, and the L1/L2 indication to trigger the execution of RRCReconfiguration is received.  
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