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Introduction
This paper discusses various aspects of IAB inter-donor topology adaptation.
Inter-donor routing configuration
Inter-donor routing is used in the following scenarios considered in the Rel-17 IAB work:
· Partial inter-donor migration of a single-connected boundary node.
· Inter-donor load balancing involving a dual-connected boundary node.
· Inter-donor RLF recovery.
The main principles of inter-donor routing
Given that the circumstances requiring inter-donor topology adaptation will, in most cases, be only temporary (e.g., traffic peak hours), it is reasonable to assume that the changes introduced by topology adaptation are only temporary. It is therefore desirable to design (at least the) partial migration procedure as simple as possible. Meanwhile, the simpler the topology adaptation procedure is, the shorter will the consequent service interruption be. One important instrument in making the migration procedure simple is to avoid reconfiguration of the descendant devices of the boundary node. In our view, this should be the guiding principle for inter-donor routing design, where reconfiguration of descendant devices should be avoided as much as possible.
Proposal 1: In inter-donor routing scenarios, only the new ancestors of the boundary IAB node and the boundary IAB node itself may be reconfigured, whereas its descendant nodes and UEs should be unaffected.
In preparation for inter-donor routing, the old and target donor need to coordinate. For instance, the target donor should be informed about the traffic load that it is committing to serve. Since the descendant devices remain under the control of the source donor, the only requirement for the target donor is to establish a sufficiently large “backhaul pipe” between the boundary node and the target donor DU. On the other hand, the target donor does not need to know the topology below the boundary node, because both the boundary IAB-DU and the descendant nodes remain under the control of the source donor. Moreover, since the topologies below and above the boundary IAB-MT belong to two different domains, and there is a requirement that BAP routing IDs and BAP addresses are unique within their respective domains only, we conclude that there is no need for the old and target donor to negotiate a unique configuration of BAP addresses and BAP routing IDs. In other words, there is no need for the source donor to expose to the target donor the BAP addresses and BAP routing IDs used in the old network. This means that the source donor requests a number of BAP addresses and BAP routing IDs and the establishment of the BH RLC channels to carry the corresponding traffic, and the target donor explicitly provides the BAP addresses and BAP routing IDs to the source donor, which then configures the boundary node accordingly.
Proposal 2: To enable inter-donor routing, the two donors do not need to exchange the topology information and negotiate unique BAP addresses and BAP routing IDs.
Inter-donor routing setup
In our view, simple solutions that minimize the amount of negotiation between the old and target donor, the specification impact and signalling overhead, should be the objective. Below we discuss further details of the inter-donor topology adaptation procedure.
The source donor requests from the target donor to set up backhaul resources necessary for carrying the offloaded traffic. As explained before, it should not be required that the source donor indicates to the target donor the exact topology under the boundary node. Both networks may be set-up differently and the source donor knows nothing about the target donor network. Thus, the minimum set of parameters that allows the target donor to assess if it can carry the traffic that the source donor is requesting to offload should be provided to the target donor. The minimum set of parameters consists of:
· The number of IP addresses requested.
· The number of BAP addresses requested. 
· The number of BAP routing IDs requested (without explicitly indicating each BAP routing ID),
· For each BAP routing ID subject to offloading, the corresponding QoS of BH RLC channels carrying them in the source topology and the IP header information used for deriving this BAP routing ID. Based on this information, the target can decide how to group the BAP routing IDs into BH RLC channels.
· A quantification of the traffic to be offloaded.
Proposal 3: The HANDOVER REQUEST message for setting up inter-donor routing contains the following parameters for carrying the traffic to/from the boundary node and its descendants:
· The number of IP addresses requested.
· The number of BAP addresses requested. 
· The number of BAP routing IDs requested (without explicitly indicating each BAP routing ID),
· For each BAP routing ID subject to offloading, the corresponding QoS of BH RLC channels carrying them in the source topology and the IP header information used for deriving this BAP routing ID. Based on this information, the target can decide how to group the BAP routing IDs into BH RLC channels.
· A quantification of the traffic to be offloaded.
In case the request is accepted, the target donor provides to the source donor the requested information. Based on this information, the source CU compiles a table to translate BAP addresses and routing IDs in the source topology and the corresponding BAP addresses and routing IDs in the target topology (pseudo BAP addresses/routing IDs), for both UL and DL traffic. For each pseudo BAP routing ID, the target donor also provides the ID of the corresponding BH RLC channel in target topology. Based on the information received from the source donor, the target donor configures the intermediate nodes and the target donor DU.
Revocation of inter-donor topology adaptation
At the RAN3#113-e meeting, the following was agreed:
Partial inter-donor migration can be revoked. FFS on whether it needs enhancement to current procedures. 
During the RAN3#113-e email discussion, of some companies argued that the revoking can be supported already today, which we tend to disagree with. Furthermore, we think that the issue is essentially about the revoking of inter-donor routing. This means that the issue is related to all the scenarios where inter-donor routing is applied. The following cases can be distinguished:
· Boundary node is single-connected – this case is discussed in the present paper.
· Boundary node is dual-connected – this case is discussed in our paper R3-214824, submitted to AI 13.2.3.
For a single-connected boundary node, the revoking of partial migration (i.e., inter-donor routing) is currently not supported, since it is, as of today, not possible for a target RAN node to request a handover of a UE. This means that no existing XnAP procedure can be used for the CU1 to request the revoking, because revoking is essentially about CU1 requesting CU2 to hand over the boundary MT back to CU1. In our view, a specification of a trigger message from the CU1 to CU2 to inform CU2 to initiate HO procedures for the boundary MT is needed. 
Observation: Revoking of partial inter-donor migration requires an XnAP signalling enhancement.
Proposal 4: RAN3 to choose between the following two options for revocation of topology adaptation for a single connected boundary IAB-node:
· Opt1: A new XnAP procedure enabling CU1 to request revoking of partial migration from CU2.
· Opt2: An enhancement to an existing XnAP procedure.
Alternatively, a unified procedure for revoking of inter-donor routing, covering both single- and dual-connected boundary node scenarios can be considered.
Proposal 5: RAN3 to consider specifying a unified XnAP procedure for revoking of inter-donor routing, for both single- and dual-connected boundary node scenarios.
Inter-donor RLF recovery
The references to “rerouting to another path” in the below agreements on inter-donor RLF recovery mean that inter-donor routing will be applied in inter-donor RLF recovery as well:
RRC Reestablishment procedure of the migrating (top-level) IAB-MT is BL for inter-donor RLF recovery of a single-connected IAB-node
When the IAB-node performs RLF recovery via RRC Reestablishment at a new IAB-donor-CU, ongoing F1 transport connections of the IAB-node and its descendent nodes with the original donor may be retained and rerouted via the recovered path
For the recovery of RLF occurring on one link for an IAB-MT with simultaneous inter-donor connectivity, all traffic can be rerouted to the other path without need for IAB-DU migration.
FFS whether the descendant nodes and UEs receive RRC reconfiguration messages before migrating IAB node connects to target path
Study the solution for the baseline RLF scenario, where IAB node experiencing RLF can connect only to 1 donor at a time.
An RRC indication is provided to the migrating IAB node on whether it is undergoing inter- or intra-donor migration. This indication also applies to RLF recovery. FFS on the content of the indication. 
Further, the agreement to use of RRC Reestablishment procedure as a baseline does not necessarily imply the use of XnAP Retrieve UE context procedure. This procedure is triggered by the new serving node, followed by a response from the old serving node. In the context of inter-donor RLF recovery, this procedure is unsuitable because, in order to set up inter-donor routing, the target donor needs to provide to the source donor the information needed to configure the traffic mapping at the boundary node. On the other hand, the target donor cannot, based on the RRC Reestablishment Request, conclude what are the resources it needs to provide for overtaking the offloaded traffic. 
Based on the above, we conclude that the XnAP message exchange to enable the inter-donor RLF recovery requires a 3-way handshake: 
· Step 1: The target donor contacts the source donor, inquiring about the necessary resources to serve the node attempting RRC Reestablishment and its descendants. 
· Step 2: The source donor replies. 
· Step 3: The target donor confirms or rejects. 
In other words, additional XnAP messages with respect to the existing RETRIEVE UE CONTEXT REQUEST/RESPONSE are needed. One possible way forward could be to define a Class-2 procedure that would be executed three times (twice by the target donor and once by the source donor). Another option could be to define, for the sake of inter-donor RLF recovery, a Class-2 procedure that would account for the Step 1) above, whereas Steps 2 and 3) could be executed by running the procedure for setting up inter-donor routing that could be common for all scenarios where inter-donor routing is used.
Proposal 6: RAN3 to discuss a new XnAP procedure for inter-donor RLF recovery.
Conclusion
[bookmark: _In-sequence_SDU_delivery]This paper discusses various aspects of inter-donor topology adaptation. The following is observed and proposed:
Proposal 1: In inter-donor routing scenarios, only the new ancestors of the boundary IAB node and the boundary IAB node itself may be reconfigured, whereas its descendant nodes and UEs should be unaffected.
Proposal 2: To enable inter-donor routing, the two donors do not need to exchange the topology information and negotiate unique BAP addresses and BAP routing IDs.
Proposal 3: The HANDOVER REQUEST message for setting up inter-donor routing contains the following parameters for carrying the traffic to/from the boundary node and its descendants:
· The number of IP addresses requested.
· The number of BAP addresses requested. 
· The number of BAP routing IDs requested (without explicitly indicating each BAP routing ID),
· For each BAP routing ID subject to offloading, the corresponding QoS of BH RLC channels carrying them in the source topology and the IP header information used for deriving this BAP routing ID. Based on this information, the target can decide how to group the BAP routing IDs into BH RLC channels.
· A quantification of the traffic to be offloaded.
Observation: Revoking of partial inter-donor migration requires an XnAP signalling enhancement.
Proposal 4: RAN3 to choose between the following two options for revocation of topology adaptation for a single connected boundary IAB-node:
· Opt1: A new XnAP procedure enabling CU1 to request revoking of partial migration from CU2.
· Opt2: An enhancement to an existing XnAP procedure.
Proposal 5: RAN3 to consider specifying a unified XnAP procedure for revoking of inter-donor routing, for both single- and dual-connected boundary node scenarios.
Proposal 6: RAN3 to discuss a new XnAP procedure for inter-donor RLF recovery.
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