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1. Introduction
At RAN3 meeting 113e, the following RAN Intelligence Framework was agreed as specified in TR37.817[1]:Figure 1-1: Functional Framework for RAN Intelligence as depicted in Figure 4.2-1 of [1]


And the following open issues were identified as FFS:
· FFS whether and how to signal metrics (e.g., accuracy, uncertainty, etc.) and validity time together with or as part of the inference output.
· FFS on whether model testing / generating of model performance metrics is performed in Model Inference.
This contribution discusses AI/ML Model performance evaluation and how the performance evaluation metrics/KPIs can be delivered to the functions that subscribe to receive such information. This contribution also discusses the AI/ML Model testing procedure and which function / module should bear the responsibility.
2. Discussion
This section discusses the following topics:
· AI/ML Model performance evaluation in different stages 
· Where Model Testing should be performed
· When to deliver AI/ML model performance evaluation metrics and validity time for Model Inference result
2.1 AI/ML Model Performance Evaluation in Different Stages
There are multiple stages that AI/ML model performance is assessed as depicted in Figure 2.1-1:
1) When the model is first deployed (after training) or after it is updated (either re-training or tuning): 
· At this stage, the model performance is evaluated using the identified testing dataset (either set aside from the overall available training data or from agree-upon common dataset). 
· The purpose is to enable the receiving function/module of the model to understand the quality of the newly trained model and/or to determine whether to use the model or not. 
2) On-going monitoring: 
· At this stage, the model performance is evaluated using more recent online field data (assuming labels are available).
· The purpose is to understand how well the trained model can generalize to field / real-world data and to determine when to retrain/tune the model. Figure 2.1-1. AI/ML Model Performance Evaluation in pre- and post-model deployment stages


Observation 1: There are multiple stages that a fully specified AI/ML model performance can be evaluated:
· Pre-deployment stage: at this stage, the model performance is assessed using identified testing dataset.
· Post-deployment stage: at this stage, the model performance is assessed using more recent or close to real-time observations/data (with labels) collected from the real-world. 
Proposal 1: AI/ML model performance should be evaluated at the following stages:
1) Pre-Model Deployment stage: after model training/validation/testing is done or after model update
2) Post-Model Deployment stage: on a periodic basis (or upon request)
2.2 Where Model Testing should be performed
As discussed in the previous topic, AI/ML model performance evaluation should be performed at multiple stages (pre-deployment and post-deployment).  AI/ML model testing is referred to as the performance evaluation after the model training / validation prior to deploying the model to the Model Inference function and is considered as one of the steps in AI/ML development pipeline.
The purpose of model testing is to assess the performance of a fully specified AI/ML model after the training and validation steps using the set-aside test dataset. 
Technically speaking, model testing can be performed at any function or module as long as the following is available:
· The trained and validated AI/ML model (but not yet tested)
· The testing dataset (input and labeled output)
There are various options regarding the location where the model testing can be performed:
· At the Model Inference function / module
· At the Model Training function / module
· At any other function /module
Now we discuss what steps are needed for each of the above options.
1) When model testing is performed at the Model Inference function / module:
· The trained and validated AI/ML model (but not yet tested) is deployed to the Model Inference function
· Model Inference function requests/acquires the testing dataset
· Model Inference function performs model testing and generates performance metrics/KPIs
· Model Inference function delivers the performance metrics to other functions that subscribe to receive the performance result.
2) When model testing is performed at the Model Training function / module:
· Model Training function acquires the testing dataset if needed (if a designated testing dataset is to be used)
· After training and validation, the Model Training function performs model testing and generates performance metrics. (The trained model is readily available at its place.)
· Model Training function delivers the performance metrics to other functions that subscribe to receive the performance result.
· Model Training function deploys the tested model to Model Inference function.
3) When model testing is performed at any other function / module:
· The trained and validated AI/ML model (but not yet tested) is deployed to the designated function / module
· The designated function requests/acquires the testing dataset
· The designated function performs model testing and generates performance metrics/KPIs
· The designated function delivers the performance metrics to other functions that subscribe to receive the performance result.
Note that the needed steps for option 1 and option 3 are the same.
Observation 2: Model Testing can be performed at various functions as long as the trained and validated AI/ML model and the required data for testing are available. However, it’s more logical for the Model Training function / module to perform the Model Testing task for the following reasons: 
· The Model Training function has the trained and validated AI/ML model.
· The Model Training function typically resides at an entity with more capacity to acquire and save testing dataset if it’s not already there.
· As stated in the “high-level principles” section of TR37.817 v0.3 (latest version): 
“An AI/ML model used in a Model Inference function has to be initially trained, validated and tested before deployment.”
. 
[bookmark: _Ref78940353]Proposal 2: The Model Training function should perform the model testing task before model deployment by using the identified / set-aside testing dataset.  
2.3 When to deliver AI/ML model performance evaluation metrics and validity time for Model Inference result
As discussed in topic 1, AI/ML model performance evaluation should be performed at pre-deployment and post-deployment stages.
Common performance metrics (types) that can be used in both pre- and post-deployment:
· Accuracy-related: depending on the task type of the AI/ML model, the accuracy-related metrics may include prediction accuracy (for regression and classification), misdetection/false-positive, proportion of variance in the data that can be covered by the model, etc.
· Reliability or robustness-related: this type of metrics measure performance dispersion and risk of the model. This type of metrics are typically suitable for iterative optimization or recommendation tasks when no explicit labels or ground truths are available, e.g., reinforcement learning type of tasks. 
· Uncertainty-related: this type of metrics include confidence interval and prediction interval.
Before model deployment, there is no need to indicate/output validity time for the prediction outcome as it’s internal to the Model Training function. 
After model deployment (i.e., AI/ML model is transferred to the Model Inference function), indicating validity time and granularity of the inference result(s) will make the results easier to understand at the receiving function(s) that subscribe to receive the model inference result(s), e.g., Actor.  
Observation 3: AI/ML model performance metrics can be generated/calculated after the initial model is trained/validated and tested, after the model is updated/retrained, and after the model is deployed. As the AI/ML model is trained/validated/tested on the Model Training function/module, it is reasonable to generate the model performance metrics at the Model Training function after: 
1) The AI/ML model is initially trained/validated
2) The AI/ML model is updated (or retrained)
Proposal 3: After AI/ML model is initially trained/validated or after it’s updated/retrained, the Model Training function should generate model performance metrics calculated using the identified test dataset(s). The calculated model performance metrics should be delivered to the functions that subscribe to receive such information.
Proposal 4: After the AI/ML model is deployed, the Model Inference function should generate the model performance metrics which are calculated using newly collected field data. The calculated model performance metrics should be delivered to the functions that subscribe to receive such information, e.g., Actor.
3. Conclusion
Observation 1: There are multiple stages that a fully specified AI/ML model performance can be evaluated:
· Pre-deployment stage: at this stage, the model performance is assessed using identified testing dataset.
· Post-deployment stage: at this stage, the model performance is assessed using more recent or close to real-time observations/data (with labels) collected from the real-world. 
Observation 2: Model Testing can be performed at various functions as long as the trained and validated AI/ML model and the required data for testing, i.e., testing dataset, are available. However, it’s more logical for the Model Training function / module to perform the Model Testing task for the following reasons: 
· The Model Training function has the trained and validated AI/ML model.
· The Model Training function typically resides at an entity with more capacity to acquire and save testing dataset if it’s not already there.
· As stated in the “high-level principles” section of TR37.817 v0.3 (latest version): 
“An AI/ML model used in a Model Inference function has to be initially trained, validated and tested before deployment.”
Observation 3: AI/ML model performance metrics can be generated/calculated after the initial model is trained/validated and tested, after the model is updated/retrained, and after the model is deployed. As the AI/ML model is trained/validated/tested on the Model Training function/module, it is reasonable to generate the model performance metrics at the Model Training function after: 
1) The AI/ML model is initially trained/validated
2) The AI/ML model is updated (or retrained)
Proposal 1: AI/ML model performance should be evaluated at the following stages:
1) Pre-Model Deployment stage: after model training/validation/testing is done or after model update
2) Post-Model Deployment stage: on a periodic basis (or upon request)
Proposal 2: The Model Training function should perform the model testing task before model deployment by using the identified / set-aside testing dataset.  
Proposal 3: After AI/ML model is initially trained/validated or after it’s updated/retrained, the Model Training function should generate model performance metrics calculated using the identified test dataset(s). The calculated model performance metrics should be delivered to the functions that subscribe to receive such information.
Proposal 4: After the AI/ML model is deployed, the Model Inference function should generate the model performance metrics which are calculated using newly collected field data. The calculated model performance metrics should be delivered to the functions that subscribe to receive such information, e.g., Actor.
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