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This CB#1304 discussion has two phases:
Phase 1: Identify potentially achievable agreements for online discussion. 
Phase 2: Conversion of proposals
The deadline for Phase 1 is Thursday, August 19, 23:59:59 UTC. This allows the moderator to prepare some proposals on Friday for Monday’s online session. 
The deadline for Phase 2 is the same as for all email discussions, i.e., Tuesday, August 24, 12:00 UTC. 
The discussion includes all contributions listed in the reference section.

Disclaimer: 
The moderator has tried to capture the most relevant issues of the contributions above. To keep discussion within reasonable size, several aspects discussed in contributions could not be included, especially if they were very detailed or dependent on the convergence on superseding issues. 
For the Chairman’s Notes
Propose the following:
Proposal 1a: RAN3 prefers that the boundary node has only one BAP address in each topology.
Proposal 1b: RAN3 prefers that for each topology, the boundary node’s BAP address for that topology is only used to identify packets that have to be passed to upper layers.
Proposal 1c: RAN3 prefers that for inter-topology traffic, any BAP routing ID in the ingress topology can be used as an alias for a destination and path in the egress topology as long as there is no conflict in routing to destinations in either topology.
Proposal 1d: Liaise RAN2 to consider RAN3’s preferences when discussing BAP processing at the boundary node.
Proposal 1e:  For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.

Proposal 2a: The QoS info can be passed gradually using multiple Xn messages.

Proposal 2b: As a baseline, RAN3 assumes that each of BAP-routing-ID mapping and BH RLC CH mapping at the boundary node are constraint to 1:1 and N:1. Support for 1:N mapping is FFS. RAN3 to liaise RAN2 on this assumption.

Proposal 2c: For UP access traffic to the boundary node, QoS info to be passed with granularity of one or multiple F1-U GTP-U tunnels.

Proposal 3a: For CP-UP separation scenario 2, RAN3 to discuss if an explicit request is needed for MN to indicate to SN its intention to send F1-C traffic over SRB, so that SN can establish the split-SRB. 

Proposal 3b: If IAB node establishes NRDC before F1-C, the IAB node can implicitly derive whether MN or SN is the F1-terminating donor, e.g., based on who provides the default BAP configuration.

Proposal 3c: For CP-UP separation, RAN3 assumes that both CUs are donor-capable.

PHASE 1: Discussion
3.1	Reply LS from RAN2 on topology adaptation enhancements
RAN2 states in reply LS R3-213123:
	RAN2 would like to thank RAN3 for the LS on CP-UP separation in Rel-17 IAB in R3-207198 and the LS on inter-donor topology adaptation in R3-211331.
For the CP-UP separation, RAN2 discussed two scenarios in R3-207198 and potential impacts to the specifications, and agreed the following:
-	SRB2 can be used for F1-C transport in CP/UP-separation scenario 1 (FFS other cases).
-	Split SRB2 can be used for F1-C transport in CP/UP-separation scenario 2 (FFS other cases).
-	NR DLInformationTransfer and ULInformationTransfer messages can be enhanced to transfer F1-C related packets in CP/UP separation.
-	A new IE named DedicatedInfoF1c can be defined to transfer F1-C related packets via NR RRC message. 
-	F1-C over RRC and F1-C over BAP should not be supported simultaneously on the same parent link.

For inter-donor topology adaptation, RAN2 discussed and agreed the following: 
-	RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4.

ACTION: 	RAN2 respectfully asks RAN3 to take the agreements into account.



The following sections discuss issues of CP-UP separation and inter-topology routing taking RAN2’s reply LS into account. At the end, an opportunity is given to raise issues associated with this LS that might have been missed and should be addressed. 

3.2	Packet processing on boundary node
For inter-donor redundancy, the boundary node needs to differentiate:
· For UL: 
· Traffic to be forwarded in the same topology
· Traffic to be forwarded to the neighbor topology.

· For DL: 
· Traffic to be forwarded to upper layers
· Traffic to be forwarded in the same topology
· Traffic to be forwarded to the neighbor topology.
Several companies have addressed aspects on how this differentiation could be accomplished by the boundary node. Two principal options that have been identified:
Option A: Traffic to be forwarded to the neighbor topology uses the BAP address of the boundary node. This was proposed by R3-213207 (ZTE), R3-213328 (CATT) and R2-213692 (Lenovo). For DL, this traffic may be differentiated from traffic to be passed to upper layers through the PATH ID (ZTE, CATT) or through additional information carried in the BAP header (Lenovo). Traffic forwarded in same the topology uses different BAP addresses in the ingress topology.
With this option, there are a max of 2^10 (destinations x paths) that can be addressed in the neighbor topology.
Option B: Traffic to be forwarded to the neighbor topology uses a separate set of BAP addresses in the ingress topology that represent aliases to the destination BAP addresses in the egress topology. Some companies refer to this alias as “pseudo” address or “virtual” address. R3-213258 (Qualcomm), R3-213488 (Fujitsu) and R3-213598 (Ericsson) support this option. 
With this option, there are a max of 2^10 - 1 destinations that can be addressed in the neighbor topology, and for each destination, there are a max of 2^10 paths that can be addressed in the neighbor topology.
R3-213598 (Ericsson) further proposes that for the UL, the alias address can be that of the donor-DU in the ingress topology.
R3-213521 (Nokia) proposes that the traffic to be forwarded to the neighbor topology uses a boundary node BAP address, but that the boundary node can have multiple BAP addresses in each topology. In this manner, it would be possible, e.g., to alias the destination address in the egress topology.
R3-213934 (Huawei) proposes that RAN3 discuss the two options above.
The moderator emphasizes that both options are technically feasible. The discussion therefore is about the advantage/shortcomings of either option. In Q1a, please state your preference and provide discussion on why you preference is better that the respective other solution. 
Q1a: Should traffic to be forwarded to the other topology use option A or option B?
· Option A: use the BAP address configured on the boundary node in the ingress topology
· Option B: use a separate BAP address (or BAP routing ID) in the ingress topology as an alias for the destination address (or BAP routing ID) in the egress topology.
Since both options are technically feasible, please provide the reasons for your decision.
	Company 
	Option A or B
	Provide reasons or comments

	Qualcomm
	Option B
	Option B allows using Rel-16 BAP procedures for traffic to upper layers and traffic to be forwarded in same topology.
Option A requires changing the Rel-16 BAP procedures for traffic to upper layers.
In Option A, the PATH ID is used to indicate a destination, which does not make semantic sense.

	Samsung 
	Option B
	Similar view as Qualcomm. 
Moreover, Option A may have restriction on the number of paths.  

	Lenovo
	Option A
	Upon reception of each packet, BAP entity firstly performs BAP header rewriting and then make the decision on whether the traffic to upper layers or not. In this way, the R16 BAP procedures can also be reused.
While for the option B, it may need to allocate several BAP addresses for boundary IAB node, which may have restriction on the BAP address.

	ZTE
	See the comments
	We use the following example to elaborate our view.
[image: ]
Suppose IAB-node 4 accesses to IAB-node 3 before redundancy, and IAB-node 5 accesses to IAB-node 3 after redundancy. UL packet 1 is generated by IAB-node 4, and UL packet 2 is from IAB-node 5.
For UL packet 1, we think the destination BAP address is donor-DU 1’s. In other words, the descendant node still uses the previously configured BAP routing ID to encapsulate the UL packet. For UL packet 2, its destination BAP address can be anyone, e.g. IAB-node 3 BAP address or donor-DU 1 BAP address. This is up to donor-CU’s decision. 
For DL, in option B, the non-F1-terminating donor needs to allocate BAP address for each descendant node. But this will shorten the available BAP address space of the topology controlled by non-F1-terminating donor-CU. Besides, option A does not require changing the Rel-16 BAP procedures for traffic to upper layers if the boundary node firstly performs BAP header re-writing.

	CATT
	See comments
	Option B is aim to avoid the lack of path ID. It uses different BAP addresses to represent different destinations (same topology or other topology). However, in order to tell the upper layer’s packet and same topology’s packet, it also needs to use path ID. We can try to have a unique solution to distinguish these three cases, i.e., through path ID. If the path IDs are not enough, we can adopt i.e., boundary node can have multiple BAP addresses in each topology. But it may up to implementation.

	Fujitsu
	Option B
	Option B can keep the original usage of Path ID.

	Huawei, 
	Either way is ok, slightly prefer option A;
New way forward
	Both options are feasible. If the down selection is controversial, the compromised way forward could be leave this up to the donor CU configuration on the BAP header to be added. Meanwhile, one common solution can be agreed regardless the option A/B to differentiate the traffics mentioned by rapporteur. 
We understand the option A as path ID based traffic identification and option B as BAP address based traffic identification. So, the BAP routing ID can be the common solution for traffic identification.
Namely that checking whether the BAP routing ID of ingress data can match the BAP routing ID rewriting/mapping table (see Q1b) can identify the traffic to neighbor topology at the boundary node. Especially for the DL case, this checking is only perform on SCG data, while using the legacy BAP operation for MCG data.
	· For UL: 
· Traffic to be forwarded in the same topology
· Traffic to be forwarded to the neighbor topology.

· For DL: 
· Traffic to be forwarded to upper layers
· Traffic to be forwarded in the same topology
· Traffic to be forwarded to the neighbor topology.


Therefore, maybe we can try to agree something like:
“1) The ingress BAP routing ID is used to identify the traffic to be forwarded to the neighbor topology by checking the routing ID mapping table at the boundary node;
2) Both option A and B can be supported by donor CU configuration;”

	Nokia
	Option B
	Option B is more flexible than Option A which have a limitation of up to 2^10 for total destination X Path.
BTW, is this in RAN2 scope?

	Ericsson
	Option B
	Option B avoids introducing new procedures at BAP layer to distinguish whether a packet is destined to the IAB boundary node or to a descendant IAB node. 

	AT&T
	Option B
	

	Futurewei
	Please see comment
	BAP addressing is the scope of RAN2. This topic should be left for RAN2 to discuss and agree on a solution.



Summary:
The moderator believes that this discussion is in both RAN3 and RAN2 scope. RAN3 will converge on preferences and communicate them to RAN2.
No company proposed that the boundary node should have multiple BAP addresses per topology. 
Proposal 1a: RAN3 prefers that the boundary node should only have one BAP address in each topology.
One company emphasizes that the boundary node’s BAP address of the ingress topology should be used to identify traffic for upper layers as in Rel-16. Option B is compliant with this. The one promoting company of Option A also seems to be in favor of using Rel-16 procedures.
Proposal 1b: RAN3 prefers that for each topology, the boundary node’s BAP address is only used to identify packets that have to be passed to upper layers.
The majority of companies want to use Option B for inter-topology traffic, i.e., use BAP addresses as alias for neighbor topology destinations. Some companies would also like to use the BAP PATH ID (by itself or in addition with addresses). One company wants to use the old donor-DU address as alias for the new donor-DU. We could follow Huawei’s WF:
Proposal 1c: RAN3 prefers that for inter-topology traffic, any BAP routing ID can be used in the ingress topology to indicate a destination and path in the target topology as long as there is no conflict in routing to destinations in the ingress topology.
Proposal 1d: Liaise RAN2 on RAN3’s preferences for the BAP processing at the boundary node.
According to R3-213258 (Qualcomm) and R3-213934 (Huawei), separate BAP-routing-ID mapping tables need to be used for each ingress topology to avoid confusion due to collision between the BAP-routing-IDs used in the two topologies. R3-213312 (Samsung) proposes to add the service cell group ID to the routing entry, which has the same result.
Q1b: Do you agree that a separate BAP-routing-ID mapping table needs to be used for each ingress topology?
	Company 
	Yes/No
	Provide reasons or comments

	Qualcomm
	Yes
	Each topology has its own BAP address, routing table (for traffic within topology) and BAP-routing-ID rewriting table to avoid confusion due to BAP name space collisions. The appropriate tables and BAP address are selected based on the topology where the packet arrives. 

	Samsung 
	??
	In our understanding, there is only one BAP-routing-ID mapping table (the table content is FFS), which is applicable to map the ingress traffic from one topology to another topology. 
The boundary IAB node can have a separated routing table for each topology. 
In our contribution, the intention to include the Cell group information is to help the boundary IAB node select the right routing table. 


	Lenovo
	Yes
	Two separate routing tables are needed to avoid BAP address collision between two CUs.

	ZTE
	Yes 
	

	CATT
	No 
	Only one BAP routing mapping table at boundary node. CU should negotiate with each other to make sure that the BAP routing IDs do not conflict in two topologies.

	Fujitsu
	Yes
	To avoid routing ID collisions in two topologies.

	Huawei, 
	Yes
	Agree with QC. 

	Nokia
	See comments
	This may be an implementation issue, e.g. one routing table includes the topology information, e.g. to identify the topology of the incoming packets.
Again, is this in RAN2 scope?

	Ericsson
	No
	This is by no means RAN3 scope and seems like an implementation issue.

	Futurewei
	Please see comment
	Not clear if the intent of this question is to define the internal implementation of the routing table in the IAB node, or if it is related to the signalling of routing table configuration.
If the former, then we think it can be left to implementation. If the latter, then it may be a bit premature to agree something at this stage.



Summary:
While multiple companies support the question, some companies believe that this is an implementation issue. The moderator believes that the issue of routing entry collisions is critical, that it needs to be addressed, and that it is RAN3/RAN2 scope. 
Example: The IAB-node must know for a routing configuration: BAP-routing-ID   Next Hop if this refers to ingress topology 1 or ingress topology 2, since the same BAP-routing-ID may be used in both topologies. The same applies with BAP header rewriting. The management of routing entries and BAP-routing-ID mappings is up to implementation.
Hoping to clarify matters, the moderator proposes the following WF:
Proposal 1e:  For DL traffic, the configurations of BAP address, BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the egress topology they refer to.

 
3.3	UP QoS info granularity 
Based on last meeting’s agreement, the QoS information for UP traffic passed from F1-terminating to non-F1-terminating donor can have granularity of BH RLC Channel or F1-U GTP-U tunnel. The goal of this meeting is to consider further down-selection between these to options. TABLE 1 below provides an overview of the preferences provided in contributions.
The moderator believes that is worth understanding the reasons for the choice of the UP granularity. One might assume that passing QoS info with finest granularity, F1-U tunnel for UP, would provide the highest degree of freedom to the non-F1-terminating donor for the configuration of routes and BH RLC CHs in its own topology. However, the following constraints need to be considered:
· Issue 1: The amount of QoS info to be passed is very high.
· Issue 2: The mapping constraints at the boundary node.

Issue 1: Amount of QoS info to be passed is very high
Obviously, passing QoS info with lower granularity, e.g., BH RLC CH rather than F1-U tunnel, may substantially reduce the amount of information to be passed. However, since the max number of BH RLC CHs can reach up to 2^16 and the max number of F1-U tunnels can reach up to 2^32, a single Xn message may not be sufficient for either case. This implies that it may be necessary to pass QoS info in multiple Xn messages. While such gradual passing of QoS info is perceivable for inter-donor redundancy, it might create extended interruption time for Partial Migration. Consequently, it must be possible for Partial Migration to gradually pass QoS info via multiple Xn messages without creating extended interruption time.
Question 2a: Do you agree that QoS info can be passed gradually in multiple Xn messages? 
If YES, how is this achieved for Partial Migration without creating extended interruption time?
If NO, how is Partial Migration performed if the QoS info does not fit into a single Xn message?
	Company 
	Yes/No
	Provide reasons or comments

	Qualcomm
	Yes
	As proposed by R3-213312, a default UP route is established during MT handover. QoS info can be gradually migrated afterwards. The same approach should be applicable for descendent nodes.

	Samsung 
	Yes 
	Same view as Qualcomm (small correction, the default UP route is proposed in R3-213313)

	Lenovo
	Yes
	But it may depend on the actual number of BH RLC CHs or F1-U tunnels need to be informed.
In addition, the default configuration for non-UP traffic can be also reused for the UP traffic.

	ZTE
	Maybe yes
	We are not clear the maximum capacity of one Xn message. Beside, Though the max number of F1-U tunnels reaches up to 2^32, the actual amount delivered via the XnAP message may not that much. 

	CATT
	Yes 
	To reduce service interruption during QoS migration, the default F1-U can be adopted.

	Fujitsu
	Yes
	Default routing and BH RLC channel configurations can be used in partial migration for service interruption reduction.

	Huawei, 
	Yes
	Multiple Xn messages can be sent in parallel without any addition/large delay.

	Nokia
	Yes
	This cannot be avoided if very large number of traffic need to be offloaded. Also, it takes time for the target Donor to set up all the routing, mapping, etc. 

	Ericsson
	Yes
	Similar view as Huawei – multiple Xn messages sent in parallel.

	AT&T
	Yes
	Agree with Ericsson and Huawei

	Futurewei
	Yes
	



Summary: 
Proposal 2a: The QoS info can be passed gradually using multiple Xn messages.

Issue 2: The mapping constraints at the boundary node.
Access traffic at the boundary node (referred to as “boundary-node traffic”) is carried over only one of the two topologies, and therefore, no BAP-routing-ID mapping or BH-RLC-CH mapping is necessary at the boundary node. 
Access traffic at the descendent node (referred to as “descendent-node traffic”), is caried over both topologies, which introduces the need to map at the boundary node BAP-routing-IDs and BH RLC CHs at the boundary node. They can be separately applied for BAP-routing-IDs and for BH RLC CHs.
If each topology applies its own independent aggregation of F1-U tunnels to L2, the boundary node may have to apply 1:1, N:1 or 1:N mapping between ingress and egress BAP-routing-IDs and/or BH RLC CHs. While 1:1 and N:1 mappings do not pose any problem, 1:N mapping requires using additional information carried in the packet headers beyond BAP routing ID and LCID, which resolves to the BH RLC CH.
This additional information may be the BAP-routing-ID for the BH RLC CH mapping and the BH RLC CH ID for the BAP-routing-ID mapping, which translates into a 1:1/N:1 mapping between ingress (BAP-routing-ID, BH RLC CH) and egress (BAP-routing-ID, BH RLC CH) as proposed by Samsung. 
For the support of 1:N mapping with finer granularity, F1-U tunnel info needs to be included in the packet header as proposed by ZTE. 
Alternatively, 1:N mapping is avoided by the F1-terminating donor through an appropriate bundling of QoS info so that the non-F1-terminating donor is constrained in the assignment of traffic to BAP routes and BH RLC CHs. TABLE 1 summarizes the proposals found in the various contributions, to what extent 1:N mapping is applied or how it is avoided.
TABLE 1: UP granularity and mappings constraints at the boundary node
	Contribution
	Granularity of UP QoS info
	BH-RLC-CH mapping
	BAP-routing-ID mapping

	R3-213207 (ZTE)
	F1-U tunnel
	Any
1:N mapping uses DRB ID carried in BAP header 
	Only 1:1/N:1 
Enforced by including BAP-routing-ID with QoS info

	R3-213258 (Qualcomm)
	BH RLC CH
	Only 1:1/N:1 
Enforced by including BH RLC CH with QoS info 
	Only 1:1/N:1 
Enforced by including BAP-routing-ID with QoS info.

	R3-213312 (Samsung)
	Bundle of F1-U tunnels
	Only 1:1/N:1 for (BAP-routing-ID, BH-RLC-CH)
Enforced by including (BAP-routing-ID, BH-RLC-CH ID) with QoS info.

	R3-213488 (Fujitsu)
	BH RLC CH
	Only 1:1/N:1 
Enforced by including BH RLC CH with QoS info 
	

	R3-213328 (CATT)
	F1-U tunnel
	Only 1:1/N:1 
Not clear how this is enforced.
	

	R3-213934 (Huawei)
	Bundle of F1-U tunnels
	Only 1:1/N:1 
Enforced by including BH RLC CH with QoS info 
	Only 1:1/N:1 
Enforced by including BAP-routing-ID with QoS info.

	R3-213532 (Nokia)
	BH RLC CH for UL and F1-U for DL
	
	

	R3-213692 (Lenovo)
	BH RLC CH for descendent-node traffic and F1-U tunnel for boundary-node traffic
	Only 1:1/N:1 
Enforced by including BH RLC CH/F1-U tunnel with QoS info
	



Question 2b: Should mapping at the boundary be constraint to 1:1/N:1 for:
a) BH RLC CH
b) BAP routing ID
c) (BAP routing ID, BH RLC CH)-vector
If YES: What additional information is passed with QoS info to avoid 1:N mapping?
If NO: What additional information on packet headers is used to perform this mapping?
Please provide answers for all three a), b) and c).
	Company 
	Provide reasons or comments

	Qualcomm
	We believe Samsung’s solution provides the highest degree of flexibility without requiring new header information:
a) No, using ingress BAP routing ID for 1:N mapping.
b) No, using ingress BH RLC CH ID for 1:N mapping.
c) Yes, including BH RLC CH and BAP routing ID with QoS info.

	Samsung 
	Similar view as Qualcomm. 
To be precise, it should be (BAP routing ID, BH RLC CH, prior-hop(UL)/next-hop(DL) BAP address)-vector. Moreover, the QoS information is unnecessary to link with F1-U tunnel or BH RLC CH, which can be determined by the F1-termination donor. Specifically, it can be referring to one GTP-U tunnel, or referring to multiple GTP-U tunnels. 

	Lenovo
	Yes, 1:1 and N:1 mapping is enough and no additional information needs to be passed except the QoS info with per BH RLC CH or per F1-U tunnel. And we cannot see any strong motivation to support 1: N mapping which needs to introduce addition information exchange between CUs.
And for option a, b vs. option c, it is too early to discuss the detail signaling design before which QoS info granularity has been decided.

	ZTE
	a) No, using UE ID+DRB ID for 1:N mapping.
b) Yes.
c) No, this implies the mapping is between (BAP routing ID, BH RLC CH)-vectors. This will change Rel-16 BAP procedures for bearer mapping, i.e. ingress link+ingress BH RLC channel => egress link+egress BH RLC channel, because routing ID is involved when IAB-node performs bearer mapping. 

	CATT
	No. In order to support QoS per F1-U, no matter who decides the granularity (source CU or target CU), the boundary node should receive a re-mapping table i.e. which F1-U maps to which egress BH RLC channel for UL. Using ingress BAP routing ID and ingress BH RLC channel to distinguish different F1-U. For example, according to re-mapping table, boundary node maps (BAP routing 1, ingress BH RLC 1, prior hop BAP 1) and (BAP routing 1, ingress BH RLC 2, prior hop BAP 1) in topology 1 to (BAP routing 2, ingress BH RLC 3, boundary node BAP) and (BAP routing 2, ingress BH RLC 3, boundary node BAP) in topology 2.
FFS on who decides/generates the mapping table, source CU or target CU

	Fujitsu
	a) Yes, enforced by including BH RLC CH with QoS info from F1-terminating donor.
b) Yes, enforced by including BAP routing ID of the second topology from non-F1-terminationg donor.
c) Yes, same as a) and b).

	Huawei, 
	Yes to a) and b), clarifications needed for c).
For the a), F1-terminating CU may not allocate different routing IDs for the data on the same ingress BH RLC, which make Samsung solution in a) not workable for 1: N bearer remapping.
As summarized in the above table “Enforced by including BH RLC CH with QoS info/Enforced by including BAP-routing-ID with QoS info.”, to avoid necessarily 1:N remapping, two-way Xn procedure can be used for QoS info coordination between CUs.
Taking the BAP routing ID mapping as one example (BH RLC CH mapping can be similar):
-For downstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each egress routing ID at the boundary node. And, non-F1-terminating CU feedback the ingress routing ID at the boundary node, which is associated with each egress routing ID.
-For upstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each ingress routing ID at the boundary node. And, non-F1-terminating CU feedback the egress routing ID at the boundary node, which is associated with each ingress routing ID. If non-F1-terminiating CU is not able to manage less egress routing ID than ingress routing ID in its own topology, then rejection of inter-CU routing for some traffic is performed.
Maybe we can try to compromise to support both per F1-U tunnel and per BH RLC CH, with the exact granularity up to CU implementation.

	Nokia
	Ok for BH RLC CH mapping to be 1:1/N:1.
Ok for BAP Routing ID mapping to be 1:1/N:1.
Do not understand c). 
The Routing ID and incoming topology can determine target routing ID and next node/topology. The traffic mapping is still performed from ingress BH RLC CH to egress BH RLC CH. If we follow the R16 principle on BH RLC CH mapping, and BAP routing ID mapping, it does not have 1:N issue, unless it is intentionally configured to perform the 1:N mapping.

	Ericsson
	Same view as Nokia. 

	Futurwei 
	Similar view as Nokia and Ericsson.



Summary:
8/10 companies prefer to constrain BAP-routing-ID mapping to 1:1 and N:1; (b) = YES. 
7 of these companies prefer to also constrain BH RLC CH mapping to 1:1 and N:1; (a) = YES. 
1 of these companies would like to extend BH RLC CH mapping to 1:N by including the DRB ID into the BAP header, (a) = NO.
2/10 companies prefer to constrain (BAP-routing-ID, BH RLC CH)-pairs to 1:1 and N:1, (c) = YES. This option was not understood by several companies. Note that this option only provides slightly more flexibility than applying individual constraints of 1:1 and N:1 separately on BAP-routing-ID and BH RLC CH.
Let’s follow the majority view and communicate this outcome to RAN2.
Proposal 2b: RAN3 prefers to constrain each of BAP-routing-ID mapping and BH RLC CH mapping at the boundary node to 1:1 and N:1. RAN3 to liaise RAN2 on this preference.

Question 2c: Are there other issues to be considered that require reducing the QoS info granularity for descendent-node traffic?
	Company 
	Yes/No
	Provide reasons or comments

	Qualcomm
	No
	

	Samsung 
	No 
	The same method can be applied to the descendant nodes. 

	Lenovo
	No
	

	ZTE
	No 
	

	Fujitsu
	No
	

	Huawei
	No
	

	Nokia
	No
	

	Ericsson
	No
	



Summary: No other issues!

Finally, we need to consider the QoS granularity used for access traffic to the boundary node, which is not subject to any of these mapping constraints. 
Question 2d: What QoS info granularity should be applied for access traffic to the boundary node? If lower than F1-U tunnel, why would such “bundling” be necessary?
	Company 
	Provide reasons or comments

	Qualcomm
	The QoS info passed for the boundary node traffic should have the same format as that passed for the descendent node traffic.

	Samsung 
	Similar view as Qualcomm. 
As mentioned above, the traffic QoS information is a generalized concept. For the boundary node traffic, the F1-termination node can provide this QoS information at granularity of F1-U tunnel or at granularity of multiple F1-U tunnels, which is F1-termination donor’s implementation issue. 

	Lenovo
	For the descendent-node traffic, the QoS info granularity can be realized by per BH RLC CH or per F1-U tunnel. 
While for the boundary-node traffic, it can only be realized by the per F1-U tunnel granularity.

	ZTE
	The granularity of F1-U tunnel

	CATT
	Both F1-U and BH RLC granularity.

	Fujitsu
	Same as descendent node traffic.

	Huawei, 
	Same as Rel-16.

	Nokia
	Normal QoS granularity as in any access node: mapping FTEID to Routing ID and BH RLC CH ID, why something else? Why need “lower than F1-U tunnel”?

	Ericsson
	Agree with Nokia

	Futurewei
	Not clear why this would need to be different than Rel-16 approach.



Summary: 
For access traffic to the boundary node, QoS Info should be passed with granularity:
3/10 companies: Same as QoS info for descendent-node traffic.
4/10 companies: F1-U tunnel
1/10 companies: Both
2/10 companies: As in Rel-16. This is unclear since in Rel-16, there is no passing of QoS info between donors.
It seems the majority of companies would like to see QoS info to be passed with F1-U tunnel granularity.
Proposal 2c: For UP access traffic to the boundary node, QoS info to be passed with granularity of F1-U GTP-U tunnel.

3.6	CP-UP separation
Issue: Indication for split-SRB establishment
RAN2 decided that split-SRB is used for F1-C transport in CP-UP separation scenario 2. This implies that the SN establishes split-SRB.
R3-213312 (Samsung) proposes that the MN indicates to the SN the intention of F1-C traffic over split-SRB so that the SN establishes the split-SRB. 
Q5a: Do you agree that MN indicates to SN the intention to send F1-C traffic via SRB so that SN can establish the split-SRB?
	Company 
	Comments

	Qualcomm
	Yes

	Samsung 
	Yes 

	Lenovo
	Yes

	ZTE
	Yes, but the SN can also know the intention via IAB-node indication or IAB-node capability.

	CATT
	Yes 

	Fujitsu
	Yes

	Huawei
	No. We need to clarify why the legacy procedure cannot set up split SRB2 for IAB-MT? 

	Nokia
	Yes

	Ericsson
	Motivation is needed – what is missing in the current spec? Also, we do not fully understand the logic of indicating the purpose of a request in order to increase the chances of node accepting the request.

	AT&T
	Agree with Ericsson and Huawei



Summary: 
It seems there is agreement that the MN must be able to request establishment of split-SRB from the SN for transport of F1-C. There seems to be uncertainty if the existing split-SRB request can be used or if an additional explicit request is needed.
Proposal 3a: For CP-UP separation scenario 2, RAN3 to discuss if an explicit request is needed for MN to indicate to SN the intention to send F1-C traffic over SRB so that SN can establish the split-SRB. 

Issue: Indication of donor role
For scenarios where the IAB-node establishes NRDC before F1-C, RAN3 agreed that the MN would decide if MN or SN is the donor node. 
R3-213328 (CATT) and R3-213934 (Huawei) propose that in these scenarios, the IAB-node should know the if MN or SN is the donor node when starting the F1 setup procedure.
R3-213328 (CATT) proposes that the MN informs the IAB-node via RRC about which node assumes donor role.
Q5b: For scenarios where the IAB-node establishes NRDC before F1-C, how will the IAB-node know with which of MN or SN to establish F1-C?
	Company 
	Comments

	Qualcomm
	If F1-C is routed via BAP, the donor node is the one which configures BAP on the IAB-node.
If F1-C is routed via RRC, the donor node is the one indicating which path to use for F1-C traffic.

	Samsung 
	In our understanding, the donor node should provide the BAP related configurations(e.g., BAP address, default configuration)/IP address configurations to the IAB node. If those configurations are provided via SCG configuration, then SgNB is donor; otherwise, MgNB is the donor. 
In this sense, the IAB node can deduce the donor node based on the configurations contained in RRCReconfiguration message implicitly. 

	Lenovo
	IAB node can know either MN or SN is the donor node implicitly as stated by Qualcomm and Samsung.

	ZTE
	If the IAB-node receives the F1-C transfer path configuration, it establishes F1-C according to the configuration. Otherwise, the IAB-node establishes F1-C with MN or SN based on which CG is configured with default configuration for non-UP traffic.

	CATT
	Before DU sends F1 setup request to CU, the MT is same as a “dual connective UE” which does not have any BAP configuration. After F1 setup, CU will send BAP mapping configuration to DU and decide CU-UP spilt. So, MT does not know who the donor is before F1 setup procedure. An indication is needed.

	Fujitsu
	Explicit indication via RRC signaling seems OK.

	Huawei
	Maybe explicit indication from MN is the simple way. Even for the topology redundancy scenario, the IAB-node also needs to know whether MN or SN is the F1-terminated donor, so the implicit way above is not suitable for this scenario.

	Nokia
	Agree with Samsung

	Ericsson
	We think that the implicit way works.

	AT&T
	We don’t see a need for explicit signaling



Summary: 
7/10 companies prefer implicit signaling for the IAB-node to decide with which node to establish F1.
3/10 companies are in favor of an explicit signaling solution. One of these companies (Huawei) emphasize that such explicit signaling would also be needed for topological redundancy. 
The moderator believes that the topological redundancy case, where BAP is established on both legs before F1 is rather unlikely. If this happens, the IAB-DU could try establishment of F1 with either donor, and the donor can simply reject it.
Proposal 3b: For CP-UP separation scenarios, where the IAB-node establishes NRDC before F1-C, the IAB-node can derive from implicit signaling to which of MN or SN to establish F1-C.

Issue: Non-donor capable CUs
R3-213934 (Huawei) discusses the CP-UP separation scenario, where the IAB-node selects a non-donor-capable MN and is not able to “find” a donor-capable SN. They propose that the IAB-node should be able about to determine the donor capability of the CU.
The moderator emphasizes that for CP-UP separation, there is presently no assumption that the “non-donor CU” is not donor-capable. The CU might even assume donor role for some IAB-nodes and non-donor role for other IAB-nodes. The moderator therefore doesn’t see any problem if a CU can either be non-IAB-capable and not broadcast “IAB-supported” or be donor-capable and broadcast “IAB-supported”.
The question therefore arises if RAN3 wants to allow for a third type of CUs that do support the IAB-functionality of a “non-donor CU for CP-UP separation” and therefore broadcast “IAB-supported”, but they do not have full donor capability.
Q5c: Do you believe that apart from non-IAB-capable CUs and donor CUs, there can be a third class of CUs, which do support the IAB-functionality of a “non-donor CU for CP-UP separation” but not full donor capability?
	Company 
	Comments

	Qualcomm
	No. We should only consider IAB-capable and non-IAB-capable CUs. The IAB-capable CU can assume “non-donor” or “donor” functionality for CP-UP separation.

	Samsung 
	No. 

	Lenovo
	No

	ZTE
	To my understanding, HW considers a special case of CP/UP separation scenario 1, where MN is a non-donor node and SN is a donor node. IAB-node firstly accesses to a non-donor MN. The non-donor MN is aware of the IAB-node access, and then finds a donor-capable SN. But it fails to find a donor-capable SN. 
In our view, if such case happens, the non-donor MN can send RRCRelease message to the IAB-node. 
If the case that no donor-capable SN can be found by the non-donor MN, can be foreseen, the non-donor MN should not broadcast “IAB-supported”.

	CATT
	Non IAB capable node would not broadcast IAB support. What we agreed in last meeting is that MN has the donor capability broadcast IAB-supported indication but it may not want to be a donor for that IAB node. it will add a donor as SN for CP-UP separation. However, what would happen if this MN cannot find a SN as donor? Release this IAB node?
If this MN does not want to be a donor, this MN should make sure that it can find a donor as SN before broadcast IAB support. It is up to implementation.

	Fujitsu
	Seems unnecessary. A third type of CU will make things more complicated.

	Huawei
	In below agreed typical scenario, the MN in scenario 1 and SN in scenario 2 can be the non-IAB-capable but supporting CP/UP separation.
1) gNB (Donor CU) supporting both CP/UP separation and BH; [broadcast “IAB-supported”]
2) gNB supporting CP/UP separation but not BH; [broadcast “IAB-supported”]
3) gNB supporting neither CP/UP separation nor BH; [NOT broadcast “IAB-supported”]
The motivation is to differentiate case 1)and 2).
[image: ]

	Nokia
	No. Agree with QC

	Ericsson
	No

	AT&T
	No



Summary: 
7/10 companies believe that differentiation of CUs into “non-IAB-capable” and “donor-CU” is sufficient.
3/10 companies would like to consider a third class of only partially IAB-capable CUs or of donor-CUs that do not want to take on donor-role.
The moderator believes that there is not enough support for this third type of CU.  
Proposal 3c: For CP-UP separation, RAN3 assumes that both CUs are donor-capable.

3.7	Other issues not addressed
Issue: Xn procedure for traffic offload
R3-213488 (Fujitsu) and R3-213521 (Nokia) propose introduction of a new Xn procedure for traffic offload request and acknowledge for topology redundancy.
The moderator believes that this issue also applies to Partial Migration and should therefore be handled in AI 13.2.1.1.

Issue: IP to L2 mapping at target donor DU
R3-213328 (CATT) and R3-213521 (Nokia) discuss IP-to-L2 mapping at the non-F1-terminating donor DU for DL. They propose that the non-F1-terminating CU selects DST IP address, DSCP/FL and sends it to F1-terminating CU.
The moderator believes that this issue can be handled after more progress has been made with IP address allocation in AI 13.2.1.1.

Issue: SN-based traffic offload for inter-donor redundancy
R3-213934 (Huawei) discusses for SN-terminated bearers, if it is the SN or MN to initiate traffic offloading.
The moderator believes that RAN3’s agreement “The F1-terminating donor initiates the traffic offload to the other donor’s topology” already states that it is the SN that initiated traffic offload in case the SN terminates F1.

Other issues:
The moderator would like to ask companies if there are issues that fall under AI 13.2.3, have been discussed in contributions to this AI, but missed in this CB discussion.
Q6: Have any issues missed in this discussion?
	Company 
	Comments

	Huawei
	Issue: SN-based traffic offload for inter-donor redundancy
If the rapporteur has the similar understanding, we should have the agreement to confirm this.
Please note that “SN-terminated bearer” is different with the “SN is the F1-terminateing donor”.

	
	

	
	

	
	

	
	

	
	



Summary: 
On Huawei’s comment: It seems the moderator has a different understanding. We need to clarify if we talk about the MT’s DRB or the UE’s DRB. In case it is the UE’s DRB, it is the UE that is dual-connected, but the MT is single-connected, and then, we do not have BH off-loading.  

PHASE II: Convergence on draft proposals
This section captures the clear text discussion after PH1:


Proposal 1a: RAN3 prefers that the boundary node has only have one BAP address in each topology.
E///: is this one address used for BN’s access traffic only? 
[HW] “have” to be deleted?
Proposal 1b: RAN3 prefers that for each topology, the boundary node’s BAP address for that topology is only used to identify packets that have to be passed to upper layers.
E///: We propose the yellow insertion. Also, we wonder why was the ref to rel16 from one of the previous versions of the proposal deleted?
[Nokia]: This is in RAN2 scope, e.g. 38.340: 
5.2.2 Receiving operation
- if DESTINATION field of this BAP PDU matches the BAP address of this node:
- remove the BAP header of this BAP PDU and deliver the BAP SDU to upper layers;
Any difference to Rel-16? Anyway, this is in RAN2 scope. Please delete this proposal. 

Proposal 1c: RAN3 prefers that for inter-topology traffic, any BAP routing ID in the ingress topology can be used to indicate a destination and path in the target topology as long as there is no conflict in routing to destinations in the ingress topology.
E///: Should the “target topology” be “egress topology”? What does this mean? That a descendant node can retain CU2 the exact same BRID that it had under CU1 as long as an identical BRID is not used in CU2 network? Or that the same as above just for the BAP address? Is this a compromise with companies wanting to use path ID for distinguishing the transit/access traffic to the BN?
[Samsung] Now, this proposal gives us the similar impression as E/// mentioned above (i.e., That a descendant node can retain CU2 the exact same BRID that it had under CU1 as long as an identical BRID is not used in CU2 network). If this is correct, we proposed the following change:
[Samsung’s rewording] Proposal 1c: RAN3 prefers that for inter-topology traffic, any BAP routing ID in the ingress topology can be used to indicate a destination and path in the target egress topology as long as there is no conflict in routing to destinations in the ingress egress topology.
[HW]: this Proposal need clarification, why a BAP routing ID in one topology can indicate the destination and path in another topology? For concatenated traffic, we should use separate BAP routing ID in different topologies. Maybe the original wording is clearer. “RAN3 prefers that for inter-topology traffic, the BAP routing ID in the ingress topology represents an alias for the BAP routing ID in the egress topology”.
[Nokia]: I assume both are similar, as long there is no confusion in the boundary node when route the traffic from one topology to another topology. Suggest following text if helps:
Proposal 1c: To enable the traffic routing from one topology to another topology, any BAP routing ID in the ingress topology can be used, as long as there is no confusion for the boundary node to identify the destination/path in egress topology.
[Fujitsu]: We agree with HW. This rewording somehow lost its original intention on the BAP header rewriting. ‘Any BAP routing ID in the ingress topology can be used’ sounds too arbitrary. We need to have a concrete design on the BAP routing ID mapping and rewriting. We prefer the original wording and add one FFS:
Proposal 1c: RAN3 prefers that for inter-topology traffic, the BAP routing ID in the ingress topology represents an alias for the BAP routing ID in the egress topology, i.e. BAP routing ID is used to identify the inter-topology traffic whose BAP header is to be rewritten. FFS on how to assign the BAP routing ID in the ingress topology.

Proposal 1d: Liaise RAN2 on RAN3’s preferences for the BAP processing at the boundary node.
[Nokia]: Could you please clarify the specific requirement to RAN2? 
Proposal 1e:  For DL traffic, the configurations of BAP address, BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the egress topology they refer to.
 E///: is there a standard impact? If the answer is “yes”, disagree to the proposal in this form standardization impact does not exist because the boundary node MT is DC and it knows where the packet comes from
[Samsung] For DL traffic, we don’t understand why the configurations of BAP address should be included. We prefer to delete this part, i.e., “For DL traffic, the configurations of BAP address, BAP routing entry and BAP-routing-ID …”
Proposal 2a: The QoS info can be passed gradually using multiple Xn messages.
Proposal 2b: RAN3 prefers to constrain each of BAP-routing-ID mapping and BH RLC CH mapping at the boundary node to 1:1 and N:1. RAN3 to liaise RAN2 on this preference.
[Samsung] During PH1, if my understanding to companies’ comment is correct, 4/9 companies (i.e., QC, Samsung, CATT, Fujitsu) show positive view on 1:1 and N:1 mapping based on  (BAP routing ID, BH RLC CH)-vector, 2 companies shows the concerns for clarification. So, it is too early to remove this solution out. Moreover, the 1:1 and N:1 mapping based on (BAP routing ID, BH RLC CH)- vector can include the 1:1 and N:1 mapping based on BAP routing ID/BH RLC CH. 
On the other hand, we have some concerns：
1. For 1:1 and N:1 mapping based on BAP routing ID: this means that the traffic with the same routing path in CU1’s topology should be restricted to be routed via the same routing path in CU2’s topology. We understand that CU1 and CU2 should independently manage its own topology. However, such restriction seems to indicate that the CU2 should follow the same routing configuration as the CU1. 
1. For 1:1 and N:1 mapping based on BH RLC CH: even in Rel-16, the 1:N mapping for BH RLC CH can be supported, i.e., in case the traffic in the same ingress BH RLC CH, it can be mapped to multiple different egress BH RLC CHs towards to different next-hop nodes. 
Based on above concern, we propose the following changes by considering 1:1 and N:1 mapping based on (BAP routing ID, BH RLC CH)-vector:
[Samsung’s rewording] Proposal 2b: WA: RAN3 prefers to constrain each of BAP-routing-ID mapping and BH RLC CH mapping towards the same next-hop node at the boundary node to 1:1 and N:1. FFS on 1:1 and N:1 mapping based on (BAP routing ID, BH RLC CH)-vector.  RAN3 to liaise RAN2 on this preference.
[Nokia] There is no objection for 1:1/N:1. The open issue is N:1. So there is no need to add WA, since the proposal does not exclude N:1. We prefer current P2b (copied as below)
Proposal 2b: RAN3 prefers to constrain each of BAP-routing-ID mapping and BH RLC CH mapping at the boundary node to 1:1 and N:1. RAN3 to liaise RAN2 on this preference.

Proposal 2c: For UP access traffic to the boundary node, QoS info to be passed with granularity of F1-U GTP-U tunnel.
E///: What is the delta wrt what we do in rel16?

[Samsung] We understand this is referring to the QoS information transfer over Xn. Moreover, the PH1 discussions covers the QoS information transfer for both UP access traffic to the boundary node and UP access traffic to the descendant node. In last meeting, the options are per BH RLC CH or per GTP-U tunnel. We are wondering if possible to get some agreement on both traffic. I just give the following example. 

[Samsung’s rewording] Proposal 2c: For UP access traffic to the boundary node and descendant node traffic, QoS info to be passed for either one F1-U GTP-U tunnel or multiple F1-U GTP-U tunnels. Which granularity is used is up to the implementation of CU1.   
 
[Nokia]: This is for access traffic, so what is the difference to R16?


Proposal 3a: For CP-UP separation scenario 2, RAN3 to discuss if an explicit request is needed for MN to indicate to SN the intention to send F1-C traffic over SRB so that SN can establish the split-SRB. 
 E///: we disagree – what is needed wrt the current spec? We did not see the explanation in the summary of this question in the SoD.
[Samsung] Actually, we have explain this in our contribution (R3-213312) and the email I responded in PH1 discussion. I can explain it again as below:
1. Current XnAP supports that MN sends Split-SRB2 establishment request and then SN responses the result of establishment of split-SBR2. So, there is a case that the SN cannot establish Split-SRB2 for some reasons, which means that the F1-C over SN for CP-UP scenario 2 cannot be supported. If SN does not know the intention of setting up Split SRB2 is for F1-C traffic, it may reject the establishment of split SRB2. Thus, we feel an indication may help the SN make decision on establishing split SRB2. 
During PH1 discussion, 7/9 companies indicate positive view to support this. If companies needs further thinking, we are fine. So, we suggest to keep this proposal. 
[HW] we share similar view as E///.
Proposal 3b: For CP-UP separation scenarios, where the IAB-node establishes NRDC before F1-C, the IAB-node can derive from implicit signaling to which of MN or SN to establish F1-C.
 E///: What is implicit signalling? Is the intention to say ‘can conclude implicitly’?
[HW] We have agreed that a dual connected IAB node (i.e. the boundary IAB node) will have separate BAP address for each topology, so if we want to go for the implicit signaling,  regarding to QC’s explanation: “If MN wants to be the F1-terminating node, it is the first to establish BAP address and default mapping during Setup.” We see the only acceptable way is to consider the gNB corresponding to the leg which has the default BAP configuration (default BAP routing ID+default BH RLC CH ) as the donor node, and this is suitable for both CP-UP separation and redundancy scenarios. So suggest rewording as “Proposal3b: If IAB node establishes NRDC before F1-C, the IAB node can derive whether MN or SN is the F1-terminating donor from the implicit signaling, i.e. the default BAP configuration. ”
Proposal 3c: For CP-UP separation, RAN3 assumes that both CUs are donor-capable.
[HW] As already explained, this is not in line with the current agreements, so as moderator suggested, let’s delete this sentence.
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