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1 Introduction
As shown in [1], in the last RAN3 #112 meeting, the following proposal received majority consensus:
· Use R3-212524 [2] as the baseline for use case description of Load Balancing / Load Prediction to work on the potential TP, companies’ comments should also be taken into account.
In this paper, we present our further consideration about this use case and the other companies’ comments will be taken into account.
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In [2], the following three issues make it not easy for the optimization of the load balancing:
· Currently the load balancing decisions rely on the current/past-state cell load status is insufficient. The traffic load of the network changes rapidly, especially in the high-mobility and high-connection scenarios, hence it may lead to unnecessary ping-pong handover between different cells, overload of neighbour cells and poor user service quality.
· The load balancing based handover highly depends on the measurement report from the UE. The UE measurement configuration and measurement reports may cause amount of signaling overhead over Uu interface, UE power consumption and data interruption of running service.
· Difficult to guarantee the overall network and service performance when performing load balancing. For the load balancing, the UEs in the congested cell may be offloaded to the target cell, by means of handover procedure or adapting handover / reselection configuration. For example, if the UEs with time-varying traffic load are offloaded to the target cell, the target cell may be overloaded with new-arrival heavy traffic.
A few companies doubt that since the current MLB mechanism does not cause a large amount of signaling overhead, thus bullet 2 may not be  necessary. In our opinion, the UE measurements provide the domain information for load balancing. For example, during handover, the historical mobility info and the UE performance measurement at the target cell, can be used to update the load balancing decision. Obviously, frequent UE measurement reports bring precise prediction and effective load balancing decision and naturally cause amount of signaling overhead over Uu interface, UE power consumption and data interruption of running service, as descripted in the above bullet 2.
Observation 1: AI-based MLB may cause large amount of signalling overhead over Uu interface, UE power consumption and data interruption of running service.
In [2], we also expressed that the following information could be considered for load balancing, i.e., neighbour cell load prediction, UE mobility trajectory prediction, UE QoS measurements and cell load measurements. Based on UE mobility trajectory prediction and UE QoS measurement, the load migrating from and to the neighbour cells can be obtained, which is helpful to improve the load prediction accuracy. Meanwhile, precise cell (including neighbour cells) load predictions are essential for setting effective MLB strategy. Therefore, we still insist the above four kinds of information should be used for the AI/ML based load balancing use case.
Proposal 1: Cell load prediction, UE mobility trajectory prediction, UE transmission performance measurements (e.g. packet loss, delay, etc.) at the target cell and cell load measurements at the target cell could be used for the AI/ML based load balancing use case.
Therefore, this paper also proposes the TP for TR 37.817, including the use case description, solution and potential standard impacts.
Proposal 2: Agree the corresponding TP for TR 37.817 in the annex.
3 Proposals
In this contribution, we discuss the PLMN checking and user consent info propagation between gNBs. The correspding proposals are as follows:
Observation 1: AI-based MLB may cause large amount of signalling overhead over Uu interface, UE power consumption and data interruption of running service.
Proposal 1: Cell load prediction, UE mobility trajectory prediction, UE transmission performance measurements (e.g. packet loss, delay, etc.) at the target cell and cell load measurements at the target cell could be used for the AI/ML based load balancing use case.
Proposal 2: Agree the corresponding TP for TR 37.817 in the annex.
4 [bookmark: _Toc423020280]Reference
[1] R3-212689, DataColl_UseCases_summary of phase2, RAN3#112-e.
[2] R3-212524, Further discussion on AI/ML assisted load balancing, RAN3#112-e, Huawei.
5 TP for MDT BLCR for TS 37.320 (TP for Proposal 2)
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The rapid traffic growth and multiple frequency bands utilized in a commercial network make it challenging to steer the traffic in a balanced distribution. To address the problem, load balancing had been proposed. The objective of load balancing is to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cell or from congested areas of cells, or to offload users from one cell, cell area, carrier or RAT to achieve network energy saving. This can be done by means of optimization of cell reselection/handover parameters and handover actions. The automation of such optimisation can provide high quality user experience, while simultaneously improving the system capacity and also to minimize human intervention in the network management and optimization tasks.
However, the optimization of the load balancing is not an easy task as follows:
· Currently the load balancing decisions rely on the current/past-state cell load status is insufficient. The traffic load of the network changes rapidly, especially in the high-mobility and high-connection scenarios, hence it may lead to unnecessary ping-pong handover between different cells, overload of neighbour cells and poor user service quality.
· The load balancing based handover highly depends on the measurement report from the UE. The UE measurement configuration and measurement reports may cause amount of signaling overhead over Uu interface, UE power consumption and data interruption of running service.
· Difficult to guarantee the overall network and service performance when performing load balancing. For the load balancing, the UEs in the congested cell may be offloaded to the target cell, by means of handover procedure or adapting handover / reselection configuration. For example, if the UEs with time-varying traffic load are offloaded to the target cell, the target cell may be overloaded with new-arrival heavy traffic.
To deal with the above issues, AI/ML could be introduced to improve the load balancing decision. Based on the output of the ML model, the NG-RAN node makes more accurate prediction results as references for making load balancing decision, in order to provide high quality user experience and to improve the system capacity.
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The main signalling flow for load balancing is shown in Figure 5.x.2-1.
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Figure 5.x.2-1: Load balancing procedure
1.	The NG-RAN node 1 and 2 exchange the cell load information, including the predicted info. The cell load prediction is the output of the ML model implemented in the NG-RAN node.
2.	The NG-RAN node 1 performs the UE mobility trajectory prediction, here UE assisted info may also be needed, e.g. MDT report in which mobility history info is included.
3.	The NG-RAN node 1 performs the ML-based load balancing. The NG-RAN node 1 may take the neighbour cell load prediction, the UE mobility trajectory prediction, and the historical UE measurement reports as input for the ML model implemented in the NG-RAN node 1. By further calculating local load and outflow load of NG-RAN node 1, the accurate load prediction can be obtained and used as references for making load balancing decision.
4.	The NG-RAN node 1 sends the handover command to the UE.
5.	The UE performs the handover and connects to the target cell. 
6.	The NG-RAN node 2 sends the reward information to the NG-RAN node 1. The reward information comprises of the UE QoS performance evaluation, e.g. the packet loss rate, packet delay, data volume or average throughput performed by the NG-RAN node 2, or the target cell load measurement results performed by the NG-RAN node 2.
7.	The NG-RAN node 1 updates the ML model used for load balancing.

The use case of load balancing may generate the following standard impacts:
· Uu interface impact:
· UE mobility history info, if needed, to the NG-RAN node 1 at the source cell.
· UE performance measurement at the target cell, e.g. E2E delay, if needed..
· Xn interface impact:
· Neighbour cell load prediction from the NG-RAN node 2 to the NG-RAN node 1.
· The outflow load from NG-RAN node 2 to the NG-RAN node 1.
· Reward information from the NG-RAN node 2 to the NG-RAN node 1 after the load balancing actions. The reward information comprises of the UE QoS QoS performance evaluation e.g. the packet loss rate, packet delay, data volume or average throughput performed by the NG-RAN node 2, or the target cell load measurement results performed by the NG-RAN node 2.
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