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1. Introduction
RAN3 received an LS from SA6 about Bearer pre-emption rate limit issue for GBR bearer establishment in MC systems [1], this paper tries to have some discussions on this issue with some suggestions proposed.
2. Discussion
2.1 Background
In the LS, SA6 described the issue and asked questions to RAN2/3 as follows:
[bookmark: _Hlk46758011]A fundamental assumption of providing Mission Critical services (MCPTT, MCVideo, and MCData) for Public Safety on commercial public networks is that priority will be given to MC service users whenever call traffic from such users demands it. This ability to pre-empt lower priority resources (from commercial traffic) when needed is essential to the normal functioning of these services.
The attached discussion document in S6-211237 describes an existing issue with how this pre-emption is realized in the RAN for EPS. eNodeBs are experiencing a bearer pre-emption rate limitation issue that causes GBR bearer requests in a cell to be rejected without taking pre-emption into account. This causes a real world issue during certain Public Safety incidents where bearer establishment failures for MCPTT group calls prevent critical users from joining the call.
For example, hundreds of commercial (lower priority) bearers may need to be pre-empted in less than the call setup time of an MCPTT group call when hundreds of higher priority GBR bearers need to be established. An ultra-reliable method to ensure timely bearer establishment for all critical users in an MC group call is needed.
To:  3GPP TSG RAN2, RAN3, RAN:
ACTION:	SA6 kindly asks 3GPP TSG RAN2 and RAN3 (with the help of RAN) to investigate how this issue can be addressed in the current 3GPP release such that this pre-emption limitation can be mitigated or removed. Please take this LS and the attached S6-211237 into account.
2.2 Discussion
From the LS, it could be seen that the main issue is that GBR bearer requests (e.g. mission critical services) in a cell is rejected without taking pre-emption into account, which causes a real world issue during certain Public Safety incidents where bearer establishment failures for MCPTT group calls prevent critical users from joining the call.
When checking the specification, e.g. in 36.413, there are clear contexts describing how this pre-emption should work:
The eNB shall establish or modify the resources according to the values of the Allocation and Retention Priority IE (priority level and pre-emption indicators) and the resource situation as follows:
-	The eNB shall consider the priority level of the requested E-RAB, when deciding on the resource allocation.
-	The priority levels and the pre-emption indicators may (individually or in combination) be used to determine whether the E-RAB setup has to be performed unconditionally and immediately. If the requested E-RAB is marked as “may trigger pre-emption” and the resource situation requires so, the eNB may trigger the pre-emption procedure which may then cause the forced release of a lower priority E-RAB which is marked as “pre-emptable”. Whilst the process and the extent of the pre-emption procedure are operator-dependent, the pre-emption indicators shall be treated as follows:
1.	The values of the last received Pre-emption Vulnerability IE and Priority Level IE shall prevail.
2.	If the Pre-emption Capability IE is set to “may trigger pre-emption”, then this allocation request may trigger the pre-emption procedure.
3.	If the Pre-emption Capability IE is set to “shall not trigger pre-emption”, then this allocation request shall not trigger the pre-emption procedure.
4.	If the Pre-emption Vulnerability IE is set to “pre-emptable”, then this E-RAB shall be included in the pre-emption process.
5.	If the Pre-emption Vulnerability IE is set to “not pre-emptable”, then this E-RAB shall not be included in the pre-emption process.
6.	If the Priority Level IE is set to “no priority” the given values for the Pre-emption Capability IE and Pre-emption Vulnerability IE shall not be considered. Instead the values “shall not trigger pre-emption” and “not pre-emptable” shall prevail.
-	The E-UTRAN pre-emption process shall keep the following rules:
1.	E-UTRAN shall only pre empt E-RABs with lower priority, in ascending order of priority.
2.	The pre-emption may be done for E-RABs belonging to the same UE or to other UEs.
The eNB shall report to the MME, in the E-RAB SETUP RESPONSE message, the result for all the requested E-RABs.
-	A list of E-RABs which are successfully established shall be included in the E-RAB Setup List IE.
-	A list of E-RABs which failed to be established, if any, shall be included in the E-RAB Failed to Setup List IE.

As could be seen clearly from the spec text above, the pre-emption operation is a “shall” behaviour, i.e. it is mandatory, and there are clear descriptions how the pre-emption operation is performed when establishing a bearer at RAN side, i.e. the spec clearly specifies the proper steps of pre-emption behaviour, if the pre-emption behaviour is not done in a proper way or even fails, it should be wrong implementation.
Observation 1: The spec is very clear, pre-emption is a mandatory behaviour, and it should be wrong implementation according to specs if the pre-emption behaviour is not done in a proper way or fails.
It could also be seen from the text “shall only pre empt QoS flows with lower priority, in ascending order of priority” that, the pre-emption should not pre-empt QoS flows with a higher priority that what is configured to itself, which means, theoretically speaking, pre-emption might not be performed if there is no ongoing QoS flow with lower priority, or ongoing QoS flow is “not pre-emptable” and the request will be rejected if the resource is used up at the same time, no additional resource to accommodate this bearer request.
Observation 2: Theoretically speaking, there are use cases that pre-emption might not be performed, e.g. no ongoing QoS flow with lower priority or no pre-emptable QoS flows, and the request will be rejected if there is no extra resource available.
As to bearer Pre-emption rate limitations, this is implementation related, real implementation will take all potential effect into account, to make the system operation stable and reliable. Since any additional operation would consume extra CPU resource, in order to be stable and reliable, implementation anyway may make decisions not to echo a new request to avoid potential risk, but this should be very rare case. Back to this specific case, we could also see that if an incoming MC request is rejected, the spec also provide proper cause value such as “Resource Not Available”, which clearly indicate to core network that RAN is undergoing resource shortage situation.
Observation 3: If an incoming MC request is rejected, the spec also provide proper cause value such as “Resource Not Available”, which clearly indicate to core network that RAN is undergoing resource shortage situation.
Taking the analysis above into account, we think the RAN spec actually is clear, and theoretically it could happen that an MC request might be rejected, due to unavailability of resource and pre-emptable bearers. Of cause, in real practice, RAN could release some ongoing bearers to accommodate incoming critical services, but it is also kind of network implementation subject to network strategy. On the other hand, operators anyway need to trade off among different factors, e.g. to configure the highest priority for some certain services which are considered to be absolutely accepted. Bearing these understandings in mind, we could try to have the following tentative conclusion:
Conclusion:	1) RAN specified a clear and reasonable pre-emption mechanism;
2) Theoretically there might happen the scenario that a new request might be rejected;
3) It is up to network strategy to guide a proper implementation to make sure that some certain services should be absolutely accepted.
With the conclusions above, we prepared a draft rely LS in [2].
3. Conclusion
Based on the discussion in this paper, we have the following observations and one conclusion:
Observation 1: The spec is very clear, pre-emption is a mandatory behaviour, and it should be wrong implementation according to specs if the pre-emption behaviour is not done in a proper way or fails.
Observation 2: Theoretically speaking, there are use cases that pre-emption might not be performed, e.g. no ongoing QoS flow with lower priority or no pre-emptable QoS flows, and the request will be rejected if there is no extra resource available.
Observation 3: If an incoming MC request is rejected, the spec also provide proper cause value such as “Resource Not Available”, which clearly indicate to core network that RAN is undergoing resource shortage situation.
Conclusion:	1) RAN specified a clear and reasonable pre-emption mechanism;
2) Theoretically there might happen the scenario that a new request might be rejected;
3) It is up to network strategy to guide a proper implementation to make sure that some certain services should be absolutely accepted.
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