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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In the last RAN3 meeting, issues related to topology redundancy were discussed, and the following agreements were achieved [1]:
· For CP-UP separation scenario 1, the IAB-MT can select a parent of the non-donor node based on IAB-supported indication in SIB defined in Rel-16. 
· Confirm RAN2 agreement that F1-C-over-RRC and F1-C-over-BAP should not be simultaneously supported on the same parent link.
· For OAM-based donor selection, the IAB-node indicates the F1-terminating donor node by signaling its IP address(es) to this donor node using the Rel-16 RRC-based signaling mechanism.
· For donor-based IP-address allocation, the MN determines the F1-terminating node.
· The F1-terminating node determines if CP-UP separation or redundancy is used.
· The CU’s outer IP address can be configured via OAM (no change with respect to Rel-16)
· WA: boundary and descendant nodes may have a different F1-termination node.
· Inter-topology BAP routing option 4 is supported. 
· For inter-donor-routing options 4 and 5, the inter-donor-DUal-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.
· The boundary-node’s two BAP addresses can have the same or different values.
· The F1-terminating donor sends the QoS information (content FFS) to the non-F1-terminating donor with the granularity of BH RLC CH or F1-U GTP-U tunnel for UP traffic, or non-UP traffic type for non-UP traffic (FFS whether for UP traffic we go for the 1st or the latter option, or both)

In this contribution, the discussion is mainly about the remaining issues on topology redundancy for Rel-17 IAB, e.g., routing ID rewriting, QoS division, and BH RLC mapping at the boundary node.
2. Discussion
2.1  BAP Routing ID rewriting at the boundary node
Some terminologies to be used in the following part are listed in the follows:
First topology: the topology fragment before the boundary node for a traffic.
Second topology: the topology fragment after the boundary node for a traffic.
Concatenated traffic: the traffic routing across two topologies that belong to different CUs.
Non-concatenated traffic: the traffic routing across two topologies that belong to one CU.
Figure 1 shows an example of the topology redundancy with two different IAB topologies controlled by different donor-CUs (green topology controlled by donor-CU1, blue topology controlled by donor-CU2) interconnected via the boundary node, i.e., IAB-node 2.
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Figure 1. Example of inter-topology BAP address collision
Based on the following RAN3 agreement, the following proposal 1 seem to be the common assumption,
	· For inter-donor-routing options 4 and 5, the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.
· The boundary-node’s two BAP addresses can have the same or different values.



Proposal 1: RAN3 assumes there is no inter-CU coordination to avoid collision, when allocating the BAP address to its own IAB-node/donor-DU.
Due to the independent assignment of the BAP address in each topology, different nodes in different topologies may have the same BAP address value. Then, inter-topology BAP address conflicts can result in incorrect routing behaviours for the boundary node. 
Take Figure 1 for example, adding the “real” BAP address of donor-DU2  (i.e. “X1”) which is assigned by donor-CU2 at the second topology may cause the UL data (red line) destined to the donor-DU2 to be incorrectly routed to IAB-node 2, which has the same BAP address of X1 assigned by donor-CU1 at the first topology. Similarly, for the DL concatenated traffic (green line), if adding the “real” BAP address which is assigned by donor-CU1 at the second topology, the BAP PDUs destined for IAB-node 4 (with the BAP address of Y1 assigned by donor-CU1) may be incorrectly routed to IAB-node 3 at the first topology, which is allocated with the same BAP address “Y1” by donor-CU2.
That is, for concatenated traffic, adding the real destination BAP address in the BAP header in the first topology is not workable for the possible BAP address collision. 
Observation 1: For concatenated traffic, adding the “BAP address of real destination node at the second topology”, which may collide with the BAP address of the node at the first topology, in the BAP header in the first topology is not workable.

To solve the BAP address collision problem for concatenated traffic, we have the following two candidate options:
· Option #1: 
For UL concatenated traffic, add the “pseudo BAP address” of donor-DU allocated by donor-CU1 in the BAP header, such “pseudo BAP address” is associated with the real donor-DU BAP address allocated by donor-CU2;
For DL concatenated traffic, add the “pseudo BAP address” of IAB-node allocated by donor-CU2 in the BAP header, such “pseudo BAP address” is associated with the real IAB-node BAP address allocated by donor-CU1;
[bookmark: _GoBack]NOTE: for DL traffic, the “pseudo BAP address” of the boundary node is allocated by donor-CU2.
· Option #2: 
For UL concatenated traffic, add the “BAP address of the boundary node” allocated by donor-CU1;
For DL concatenated traffic, add the “BAP address of the boundary node” allocated by donor-CU2. Specific path ID(s) is used to indicate whether the data should be delivered to the upper layer of the boundary node, or the BAP routing ID should be rewritten;
Proposal 2: RAN3 discuss the options for the BAP address added in the BAP header in the first topology for concatenated traffic:
· Option1: Add the “pseudo BAP address” of the destination node, which is allocated by the donor-CU of the first topology and is associated with the destination node’s “real BAP address” which is allocated by the donor-CU of the second topology.
· Option2: Add the BAP address of the boundary node, which is allocated by the donor-CU of the first topology.

According to the last RAN3 agreement that “Inter-topology BAP routing option 4 is supported” if option4 is supported, the rewriting table is required to be configured at the boundary node. To enable the inter-topology routing for the concatenated traffic, the “previous routing ID” used in the first topology needs to be mapped to the “new routing ID” used in the second topology via the rewriting table.
Proposal 3: The rewriting table is the “previous routing ID to new routing ID” table.
Specifically, for UL concatenated traffic, the BAP routing ID carried in the BAP header should be rewritten by the boundary node i.e., the BAP routing ID should match a “previous routing ID” entry in the rewriting table. As for DL concatenated traffic, the boundary node needs to check whether the data should be delivered to the upper layer. A possible solution is to check whether the original routing ID matches the “previous routing ID” entry in the rewriting table. If not, delivery to the upper layer. If yes, rewrite based on the rewriting table.
Proposal 4: For concatenated traffic, the data to be delivered to the upper layer and the data to be rewritten can be differentiated at the boundary node, by checking whether the “previous routing ID” in the BAP header matches the one in the configured “rewriting table”. 
While for the non-concatenated traffic routed within the same topology controlled by one donor-CU, there is no need to check whether to rewrite the BAP routing ID.
Observation 2: There is no need to check whether to rewrite routing ID for non-concatenated traffic (i.e. never to rewrite for non-concatenated traffic).
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Figure 2. Example of inter-topology BAP address collision
Consider the DL direction shown in Figure 2, assuming that the destination of both concatenated (red line) and non-concatenated (blue line) traffic is IAB-node 4. The routing ID for different traffics may collide:
For non-concatenated traffic, the BAP routing ID consists of the BAP address of IAB-node 4 (e.g., Y1 shown in Figure 2) and the path ID assigned by donor-CU1. 
For concatenated traffic, different options have different combinations of BAP routing IDs:
· Option #1: the previous BAP routing ID (i.e., the BAP routing ID used in the first topology) is allocated by donor-CU2, and it consists of the pseudo address of IAB-node 4 and the path ID assigned by donor-CU2.
· Option #2: the previous BAP routing ID consists of the BAP address of the boundary node, i.e., IAB-node 2, and the path ID assigned by donor-CU2, of which specific path ID(s) is used to indicate whether the data should be delivered to the upper layer of the boundary node.
Since there is no inter-CU coordination for the BAP address and path ID assignment, the BAP address collision may occur for both options.
· For Option #1, the pseudo address of IAB-node 4 assigned by donor-CU2 may collide with the real BAP address assigned by donor-CU1, e.g., Y1 shown in Figure 2. 
· For Option #2, the BAP address of the boundary IAB-node 2 assigned by donor-CU2 may collide with the real BAP address of IAB-node 4 assigned by donor-CU1, e.g., Y1 shown in Figure 2.
Then, for either option, if the same path ID is applied, both concatenated and non-concatenated traffic will have the same BAP routing ID. For the concatenated traffic, it will cause ambiguity of the boundary node whether to rewrite or deliver directly. 
Observation 3: For downstream, due to the routing ID collision without inter-CU coordination, the concatenated traffic and non-concatenated traffic may have the same routing ID. In that case, the boundary node may erroneously rewrite the BAP header for non-concatenated traffic, if purely based on the routing ID. 
According to the preceding analysis, the main issue is how to distinguish between “concatenated” and “non-concatenated” traffic. Given the scenario shown in Figure 2, for DL direction, the boundary node can achieve this based on the received ingress link, e.g., traffic from MCG is non-concatenated, while traffic received from SCG is concatenated. As for UL direction, this can be achieved by checking whether the previous routing ID matches the rewriting table. If yes, it is concatenated traffic and rewrites the routing ID, if not, it is non-concatenated traffic.
Proposal 5: The concatenated traffic and non-concatenated traffic should be differentiated at the boundary node by the ingress link for downstream. 
Proposal 6: The concatenated traffic and non-concatenated traffic should be differentiated at the boundary node by checking whether the previous routing ID matches the rewriting table.
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Figure 3. Example of inter-topology BAP address collision
Furthermore, different rewriting tables for UL and DL traffic should be configured at the boundary node for the possible previous routing ID collision. As shown in Figure 3, assuming that the destinations of the UL (blue line) and DL (red line) concatenated traffic are donor-DU2 and IAB-node 4, respectively. Based on Option #1, for example, we have the following previous routing IDs for UL and DL traffic:
· UL: previous routing ID = pseudo BAP address of donor-DU2 assigned by CU1 + path ID;
· DL: previous routing ID = pseudo BAP address of IAB-node 4 assigned by CU2 + path ID;
However, since the assignment of BAP addresses and path IDs is not pre-coordinated by donor-CUs, different donor-CU may assign the same pseudo addresses for donor-DU2 and IAB-node 4 (Y1 as shown in Figure 3), and use the same path ID for UL/DL traffic, which would result in the same previous routing ID. If the rewriting table doesn't distinguish UL and DL, there will be a previous routing ID mapped to two different new routing IDs in the rewriting table. And the boundary node may map the UL previous routing ID to the routing ID for the DL traffic, which will cause the incorrect forwarding of data. 
Observation 4: For concatenated traffic, the routing ID of upstream data and downstream data arrived at the boundary node may be the same.
Therefore, it is proposed,
Proposal 7: For concatenated traffic, two BAP header rewriting tables are configured at the boundary node for upstream and downstream traffic respectively. 
As for the routing function, separate routing tables should be configured for the concatenated and the non-concatenated traffic at the boundary node. For the UL traffic (blue line) shown in Figure 3, the actual next hop is IAB-node 3 in the concatenated topology. However, since there is no CU coordination for the BAP address assignment, IAB-node 1 in the non-concatenated topology may have the same BAP address value as IAB-node 3. And the concatenated data may be incorrectly routed to the non-concatenated topology. 
Observation 5: The two parent nodes of the boundary node may have the same BAP address (i.e., next hop BAP address collision).
Therefore, it is proposed,
Proposal 8: Two routing tables are configured at the boundary node for concatenated and non-concatenated traffic respectively. 

2.2  QoS division and rewriting table / BH RLC mapping at the boundary node
For the configuration of the rewriting table at the boundary node, the F1-terminating CU and the non-F1-terminating CU need to coordinate on the BAP routing ID mapping relationships. Detailed coordinating manner is given as follows,
For DL traffic, the F1-terminating CU needs to provide the non-F1-terminating CU with the F1-U bearer ID (e.g., GTP-U tunnel ID) and its related egress routing ID (i.e., the new routing ID), then the non-F1-terminating CU will know how to allocate the ingress routing ID (i.e., the previous routing ID) for each F1-U bearer.
For UL traffic, the F1-terminating CU needs to provide the non-F1-terminating CU with the F1-U bearer ID and its related ingress routing ID (i.e., the previous routing ID) at the boundary node, then the non-F1-terminating CU will know how to allocate the egress routing ID (i.e., the new routing ID) for each F1-U bearer.
Example for downstream traffic
	GTP-U tunnel
(Step 1: F1-terminating CU informed)
	egress routing ID
(Step 1: F1-terminating CU informed)
	ingress routing ID
(Step 2: non-F1-terminating CU determined)

	TEID 1
	egress routing ID1
	ingress routing IDx

	TEID 2
	
	ingress routing IDy

	TEID 3
	egress routing ID2
	ingress routing IDz



Proposal 9: In order to configure BAP header rewriting table at the boundary node:
· For downstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each egress routing ID at the boundary node.
· For upstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each ingress routing ID at the boundary node.

As for the BH RLC mapping configuration at the boundary node, according to the RAN3 agreement that “To support the bearer mapping across two topologies at the boundary IAB-node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU”. We have the following,
For DL traffic, the F1-terminating CU needs to provide the non-F1-terminating CU with the F1-U bearer ID (e.g., GTP-U tunnel ID) and its related egress BH RLC ID, then non-F1-terminating CU will know how to allocate the ingress BH RLC ID for each F1-U bearer.
For UL traffic, the F1-terminating CU needs to provide the non-F1-terminating CU with the F1-U bearer ID and its related ingress BH RLC ID, then the non-F1-terminating CU will know how to allocate the egress BH RLC ID for each F1-U bearer.
Example for downstream traffic
	GTP-U tunnel
(Step 1: F1-terminating CU informed)
	egress BH RLC ID
(Step 1: F1-terminating CU informed)
	ingress BH RLC ID
(Step 2: non-F1-terminating CU determined)

	TEID 1
	egress BH RLC ID1
	ingress BH RLC IDx

	TEID 2
	
	ingress BH RLC IDy

	TEID 3
	egress BH RLC ID2
	ingress BH RLC IDz



Proposal 10: In order to configure the BH RLC CH mapping table at the boundary node:
· For downstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each egress BH RLC ID at the boundary node.
· For upstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each ingress BH RLC ID at the boundary node.

Regarding QoS division, for the intra-topology case, it is the donor-CU who determines the E2E QoS requirement of F1 traffic and determines the QoS division across the multiple BH links, e.g., determine the QoS parameter for the BH RLC channel in each BH link. Then, for the inter-topology case, the F1-terminating CU should be in charge of the QoS division. 
Observation 6: For concatenated traffic, the F1-terminating CU divides the whole E2E QoS requirement into two parts: one part of QoS requirement provided by its own topology fragment, and another part of QoS requirement provided by the non-F1-terminating CU’s topology fragment. 
Since both 1:1 and N:1 bearer mapping are supported for UP, and N:1 bearer mapping is supported for CP, the granularity of the QoS info can be per GTP-U tunnel or per group of GTP-U tunnels that carried on one BH RLC channel. Therefore, it is proposed,
Proposal 11: For the QoS requirement division between CUs:
· F1-terminating CU informs the non-F1-terminating CU about the QoS requirement info to the non-F1-terminating CU’s topology fragment;
· For downstream concatenated traffic, the informed QoS requirement info should be associated with one egress routing ID and one egress BH RLC at the boundary node, as proposed in P8/9;
· For upstream concatenated traffic, the informed QoS requirement info should be associated with one ingress routing ID and one ingress BH RLC at the boundary node, as proposed in P8/9; 
· The informed QoS requirement info can be “per GTP-U tunnel” or “per group of GTP-U tunnels”, which is up to F1-terminating CU’s implementation.  

2.3  CP-UP separation and F1-C terminating
For CP-UP separation, considering the sequence of which the NR-DC is established before the F1 interface, for security reasons, the IAB-DU needs to use the key of the F1-terminating node to establish the F1 interface, i.e., the IAB-node should be aware of whether MN or SN is its F1-terminating node before the establishment of the F1 interface.
Proposal 12: IAB-node should be aware of whether MN or SN is its F1-terminating node. 
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Figure 4. Traffic offloading for UE’s MN terminated bearer and SN terminated bearer
As shown in Figure 4, if Donor 1 is UE’s MN and Donor 2 works as UE’s SN, the UE’s MN terminated bearers may be forwarded via leg 1 or leg 2, and the UE’s SN terminated bearers may be forwarded via leg 3 and leg 4.  
According to the RAN3 agreement that “The F1-terminating donor initiates the traffic offload to the other donor’s topology”. Based on our understanding, this agreement mainly focuses on the F1-C traffic and the F1-U traffic which carries MN terminated bearers of UE. So based on such agreements, it is easy to confirm that the MN will determine whether an MN terminated bearer is forwarded via leg 1 or leg 2. However, for the SN terminated bearers, the F1-U terminating donor is SN rather than MN, it is unclear whether SN or MN determines which path (leg 3 or leg 4) will be used for SN terminated bearers. So RAN3 needs more discussion on which node determines the traffic offload for the SN terminated bearers. 
Proposal 13: RAN3 to discuss whether it is MN or SN to initiate the traffic offloading for SN terminated bearers.
In addition, given the scenario of inter-topology redundancy or CP-UP separation, the IAB-node should know which link to choose and how to transfer the F1-C message. For the link to transmit the F1-C message, there are three options: MCG, SCG, and both CGs. Therefore, the IAB-node should be aware of which link to choose.
As for the way to transfer the F1-C message, two options are available, i.e., “F1-C over RRC” or “F1-C over BAP”. Based on the RAN2 agreement that “F1-C-over-RRC and F1-C-over-BAP should not be simultaneously supported on the same parent link”, if the IAB-node is with the default BH RLC configuration for the indicated link, “F1-C over BAP” should be selected. Otherwise, the IAB-node should use “F1-C over RRC” to transmit the F1-C message.
Assume that the priority of “F1-C over BAP” is higher than that of “F1-C over RRC”. In the case that the link for F1-C is not indicated, the UE should select the CG with the default BH RLC configuration.
If both CGs are configured, it is the IAB-node’s implementation to choose the CG for F1-C message transmission.
Proposal 14a: IAB-node is configured with the CG to be used to transmit F1-C, i.e., via f1c-TransferPath-r17 {mcg, scg, both}.
Proposal 14b: If the indicated CG for F1-C includes default BH RLC, IAB-node uses “F1-C over BAP”. Otherwise, IAB-node uses “F1-C over RRC”. 
Proposal 14c: If the CG for F1-C is not configured, IAB-node chooses the CG including default BH RLC and uses “F1-C over BAP”.
Proposal 14d: If “both” is configured, it is IAB-node’s implementation to choose the CG for F1-C.
In addition, for CP-UP separation, based on the current spec, both the donor-capable and the non-donor-capable gNB will broadcast the IAB-support indication, which may cause the IAB-MT to select a non-donor-capable M-gNB. In case that the non-donor-capable MN could not find a donor-capable SN for the IAB-node, the IAB-node will not work. It makes sense to give the IAB-node the right to decide whether to select a non-donor-capable M-gNB. Therefore, the IAB-node should be aware of the actual capability of the parent node, i.e., whether the gNB allows “F1 over BAP” or only allows “F1-C over RRC”..
Proposal 15: IAB-node should be able to know whether the gNB allows “F1 over BAP” or only allows “F1-C over RRC” during cell selection, in case the gNB broadcasts iab-Support.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
In this paper, we mainly discuss the remaining issues on the topology redundancy, and we get the following observations and proposals:
Observation 1: For concatenated traffic, adding the “BAP address of real destination node at the second topology”, which may collide with the BAP address of the node at the first topology, in the BAP header in the first topology is not workable.
Observation 2: There is no need to check whether to rewrite routing ID for non-concatenated traffic (i.e. never to rewrite for non-concatenated traffic).
Observation 3: For downstream, due to the routing ID collision without inter-CU coordination, the concatenated traffic and non-concatenated traffic may have the same routing ID. In that case, the boundary node may erroneously rewrite the BAP header for non-concatenated traffic, if purely based on the routing ID. 
Observation 4: For concatenated traffic, the routing ID of upstream data and downstream data arrived at the boundary node may be the same.
Observation 5: The two parent nodes of the boundary node may have the same BAP address (i.e., next hop BAP address collision).
Observation 6: For concatenated traffic, the F1-terminating CU divides the whole E2E QoS requirement into two parts: one part of QoS requirement provided by its own topology fragment, and another part of QoS requirement provided by the non-F1-terminating CU’s topology fragment. 

Proposal 1: RAN3 assumes there is no inter-CU coordination to avoid collision, when allocating the BAP address to its own IAB-node/donor-DU.
Proposal 2: RAN3 to down select the option for the BAP address added in the BAP header in the first topology for concatenated traffic:
· Option1: Add the “pseudo BAP address” of the destination node, which is allocated by the donor-CU of the first topology and is associated with the destination node’s “real BAP address” which is allocated by the donor-CU of the second topology.
· Option2: Add the BAP address of the boundary node, which is allocated by the donor-CU of the first topology.
Proposal 3: The rewriting table is the “previous routing ID to new routing ID” table.
Proposal 4: For concatenated traffic, the data to be delivered to the upper layer and the data to be rewritten can be differentiated at the boundary node, by checking whether the “previous routing ID” in the BAP header matches the one in the configured “rewriting table”. 
Proposal 5: The concatenated traffic and non-concatenated traffic should be differentiated at the boundary node by the ingress link for downstream. 
Proposal 6: The concatenated traffic and non-concatenated traffic should be differentiated at the boundary node by checking whether the previous routing ID matches the rewriting table.
Proposal 7: For concatenated traffic, two BAP header rewriting tables are configured at the boundary node for upstream and downstream traffic respectively. 
Proposal 8: Two routing tables are configured at the boundary node for concatenated and non-concatenated traffic respectively. 
Proposal 9: In order to configure BAP header rewriting table at the boundary node:
· For downstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each egress routing ID at the boundary node.
· For upstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each ingress routing ID at the boundary node.
Proposal 10: In order to configure the BH RLC CH mapping table at the boundary node:
· For downstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each egress BH RLC ID at the boundary node.
· For upstream concatenated traffic, F1-terminating CU informs the non-F1-terminating CU about the GTP-U tunnel(s) associated with each ingress BH RLC ID at the boundary node.
Proposal 11: For the QoS requirement division between CUs:
· F1-terminating CU informs the non-F1-terminating CU about the QoS requirement info to the non-F1-terminating CU’s topology fragment;
· For downstream concatenated traffic, the informed QoS requirement info should be associated with one egress routing ID and one egress BH RLC at the boundary node, as proposed in P8/9;
· For upstream concatenated traffic, the informed QoS requirement info should be associated with one ingress routing ID and one ingress BH RLC at the boundary node, as proposed in P8/9;
· The informed QoS requirement info can be “per GTP-U tunnel” or “per group of GTP-U tunnels”, which is up to F1-terminating CU’s implementation.
Proposal 12: IAB-node should be aware of whether MN or SN is its F1-terminating node. 
Proposal 13: RAN3 to discuss whether it is MN or SN to initiate the traffic offloading for SN terminated bearers.
Proposal 14a: IAB-node is configured with the CG to be used to transmit F1-C, i.e., via f1c-TransferPath-r17 {mcg, scg, both}.
Proposal 14b: If the indicated CG for F1-C includes default BH RLC, IAB-node uses “F1-C over BAP”. Otherwise, IAB-node uses “F1-C over RRC”. 
Proposal 14c: If the CG for F1-C is not configured, IAB-node chooses the CG including default BH RLC and uses “F1-C over BAP”.
Proposal 14d: If “both” is configured, it is IAB-node’s implementation to choose the CG for F1-C.
Proposal 15: IAB-node should be able to know whether the gNB allows “F1 over BAP” or only allows “F1-C over RRC” during cell selection, in case the gNB broadcasts iab-Support.
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