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1	Introduction
A new Rel. 17 AI/ML study item RP-201620 “Study on Enhancement for Data Collection for NR and EN-DC” started in RAN3 #110-e. The output of the SI will be captured in [1]. A functional AI/ML framework is captured in the TR 37.817. The following agreement was made in RAN3 #112-e:
Functional framework is independent with respect to specific ML model types or learning problems/settings (e.g. supervised learning, unsupervised learning, reinforcement learning, hybrid learning, centralized learning, federated learning, distributed learning, …)
Some remaining open issues were listed during RAN3 #112-e, namely:
- Mark the Model Performance Feedback in the Functional Framework (Figure 4.2-1) as FFS and continue discussions on what such transfer of information should entail and for which purpose.
- The definition of the Model Deployment/Update function is FFS. Discussions need to be continued to identify what information will “Model Deployment/Update” transfer, whether this information will need to be standardised and, if not, what are the assumptions on this information
- When discussing use cases, check on each use case the feasibility of a “validity time” (i.e. “best before” for the prediction result) as additional information provided by the Model Inference function together with the Inference output.
- Discussions should be continued on the following principle, especially concerning what the level of accuracy is:
If the inference function provides output predictions, an optional indication of the accuracy level for which the inference model is trained should be indicated to the nodes that request/subscribe to this information.
- output from one model as input to another
- high-level principles for inference function
 To be continued...
In this contribution, we discuss these open aspects regarding the AI/ML framework, as well as some new open points that need to be addressed. We further provide a TP on the updated AI/ML framework. 
2	ML Framework General Aspects
The AI/ML Functional Framework captured in TR 37.817 is shown in Figure 1:




[bookmark: _Ref70672315]Figure 1 Functional Framework as captured in the TR 37.817.
The way Data are shaped for the scope of being defined as ML Training and/or Inference data is specific to the ML Algorithm itself, thus included in the Model Training and Model Inference boxes respectively. In addition, as agreed in RAN3, the ML Functional framework should be independent of ML Model Types and learning problems/settings. However, the current figure is not correct for Reinforcement Learning, for which Training and Inference are not defined.

Observation 1: In Reinforcement Learning there is no distinction of Model Training and Model Inference which makes the current Functional Framework inaccurate for general purposes.

To resolve this problem with minimal impact to the current functional framework figure, we propose to introduce a note to clarify the Reinforcement Learning case as in the next proposal.  

Proposal 1: Introduce a note in the ML functional framework to clarify that in case of Reinforcement Learning the Model Training and Model Inference blocks are collapsed inside the Actor.

Feedback sent after ML operations is related to two different aspects, namely feedback that indicates how good is the prediction and subsequently the ML Model and feedback which is related to the impact of the ML Model on the environment and operates as standard Data Collection of KPIs, performance measurements, etc. Both feedbacks need to be calculated at the Actor, after an action is taken since the Actor, by comparing the prediction against the real model, is the entity able to determine the actual ML performances. However, in many cases (if not in most of the cases), the Actor and Model Inference are collapsed in the same entity; in those cases the feedback is calculated and reported by this single entity. 

Observation 2: Feedback related to the prediction performance is calculated at the Actor.

Proposal 2: Remove Model Performance Feedback from Model Inference to Model Training.

To derive prediction performance, Actor needs to have access to data of the environment (e.g. raw data, analytics) in order to be able to compare  the predicted and the real values of the ML Model. However, the current ML Framework does not allow the Actor to consume real data directly to derive ML Model performance. 

Proposal 3: Introduce a “Data” arrow from the Data Collection to the Actor.
 
In the current framework, Model Inference receives raw measurements from Data Collection and provides the Output towards the Actor. However, it is the Actor that needs data for executing its own algorithm, while Model Inference, already being trained for a specific purpose, is invoked by the Actor if it needs specific ML inference information, e.g. prediction of load, UE-mobility, etc. The Actor request is parameterized according to its intended Actions. For example, in case of load predictions, inference function can provide general load predictions over a wide range of inputs, such as different cells, time periods, and parameter configurations (e.g., inference results will be different if MIMO is enabled or not, if traffic is bursty or not, etc.). It is the Actor that knows over which parameters(inputs) to request inference from the Model Inference. In the predicted load example, Actor can request Inference for load predictions for instance for the next 15 minutes over Cell x with MIMO enabled; as part of the input data Actor provides a vector of cell load for n*15secs. This kind of information cannot be obtained from Data Collection which therefore cannot trigger the right Output from the Inference function.

Observation 3: Sending Data from Data Collection to Inference cannot trigger the needed Output towards the Actor. 

Proposal 4: Delete the Inference Data arrow from Data Collection to Model Inference.

Instead, Output should be requested from the Actor using the right parameters in the input to obtain the needed inference information. 

Proposal 5: Introduce an Output Request arrow from Actor to Model Inference that is parameterized according to the needed Actions the Actor must take. 

We also propose to update the existing definition of Feedback as follows:

Proposal 6: Feedback is defined to be the information needed to derive data useful for evaluating performance.

Another aspect is related to whether there is further feedback from Actor to Model Training or this feedback is received indirectly through the Data Collection process. The feedback from Actor may also include an indication on the prediction performance and would therefore introduce ML model dependencies to the Data Collection. 

Observation 4: Direct feedback from Actor to Data Collection introduces ML Model dependencies to the Data Collection process.

The Actor is the one monitoring the performance of the ML Model. By adding a feedback of the ML Model performance from Actor to Model Training allows, in case of model performance degradation, the retraining of the ML model while keeping Data Collection as ML Model independent (ML Model independent data remains the part of the feedback from Actor to Data Collection) . If the ML Model is to be retrained, Model Training may request data from Data Collection. In this way, Data is collected from Model Training while Data Collection is kept ML Model Independent. 

Observation 5: Having direct feedback from Actor to Model Training can help to keep Data Collection ML Model independent.

Observation 6: Feedback related to ML Model performance is specific to the ML model, and is therefore implementation specific and not subject to standardization. However, it is useful to show it in the figure to have the complete workflow.

Proposal 7: Introduce direct feedback from Actor to Model Training for completeness of the ML Framework. This feedback is implementation specific and should not be standardized.  

Proposal 8: Introduce a “Data Request” message from Model Training to Data Collection to fetch training data on need basis.

TR 37.817 defines Training Data as follows: “Training Data: information needed for the AI/ML model training function.”, where Model Training is being defined as a function also responsible for data preparation, namely for data pre-processing and cleaning, formatting, and transformation of raw data, if needed. However, traditionally in ML terminology the term “Training Data” refers to already pre-processed data. Training data will be data created inside the Model Training. 

Observation 7: Misusing the term Training Data can create confusion in further analyses.

Proposal 9: Update the terms in the Functional Framework and the corresponding definitions in the TR so that Training Data is called Data. 

In current evaluation, the environment of the Machine Learning algorithm has not been considered. In our view, the Environment should be part of Data Collection, which contains all the data that can be exploited for making a decision.

Proposal 10: Introduce Environment in the Data Collection.
 
In the last meeting, the topics of ML model accuracy level and validity time of prediction result were raised by some companies. In addition, the aspect of utilizing output from one ML model as an input to another was introduced to be discussed. In our view, ML Framework should not capture this amount of detail since we want to keep it simple, general, and independent from ML Algorithms and use cases. In our view, those are topics that could be discussed in the solutions and standards impacts, being focused on specific use cases.  

Proposal 11: Do not introduce in the ML Framework concepts such as level of accuracy of the inference, validity time or details related to chaining of ML models.

An aspect that remains FFS is the Model Deployment/Update. As for an ML Model Training and Inference are always done by the same vendor, Model Deployment/Update should be implementation specific and need not be standardized. However, we think that model deployment is an important aspect of the workflow and should therefore be shown in the framework.

Proposal 12: Model Deployment/Update is shown in the ML framework for completeness, but should not be standardized.

[bookmark: _Hlk54023179]Terminology is also important to cover commonly used concepts and terms needed for description of ML operational phases (training, inference, re-training). Such definitions may be found elsewhere, e.g. in [2] from ITU-T. Our proposal can be found in the annex of this paper.

Proposal 13: Accept the updated ML framework together with related terminology, according to the discussions in this paper, that is provided in the TP in the Annex.  


4.	Conclusion
We make the following observations and proposals:

Observation 1: In Reinforcement Learning there is no distinction of Model Training and Model Inference which makes the current Functional Framework inaccurate for general purposes.
Proposal 1: Introduce a note in the ML functional framework to clarify that in case of Reinforcement Learning the Model Training and Model Inference blocks are collapsed inside the Actor.
Observation 2: Feedback related to the prediction performance is calculated at the Actor.
Proposal 2: Remove Model Performance Feedback from Model Inference to Model Training.
Proposal 3: Introduce a “Data” arrow from the Data Collection to the Actor.
Observation 3: Sending Data from Data Collection to Inference cannot trigger the needed Output towards the Actor. 
Proposal 4: Delete the Inference Data arrow from Data Collection to Model Inference.
Proposal 5: Introduce an Output Request arrow from Actor to Model Inference that is parameterized according to the needed Actions the Actor must take. 
Proposal 6: Feedback is defined to be the information needed to derive data useful for evaluating performance.
Observation 4: Direct feedback from Actor to Data Collection introduces ML Model dependencies to the Data Collection process.
Observation 5: Having direct feedback from Actor to Model Training can help to keep Data Collection ML Model independent.
Observation 6: Feedback related to ML Model performance is specific to the ML model, and is therefore implementation specific and not subject to standardization. However, it is useful to show it in the figure to have the complete workflow.
Proposal 7: Introduce direct feedback from Actor to Model Training for completeness of the ML Framework. This feedback is implementation specific and should not be standardized.  
Proposal 8: Introduce a “Data Request” message from Model Training to Data Collection to fetch training data on need basis.
Observation 7: Misusing the term Training Data can create confusion in further analyses.
Proposal 9: Update the terms in the Functional Framework and the corresponding definitions in the TR so that Training Data is called Data. 
Proposal 10: Introduce Environment in the Data Collection.
Proposal 11: Do not introduce in the ML Framework concepts such as level of accuracy of the inference, validity time or details related to chaining of ML models.
Proposal 12: Model Deployment/Update is shown in the ML framework for completeness, but should not be standardized.
Proposal 13: Accept the updated ML framework together with related terminology, according to the discussions in this paper, that is provided in the TP in the Annex.  
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[bookmark: _Toc55814327]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc55814328]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
· Data: Comprise raw measurements, KPIs, counters as collected by the Data Collection process.
· Data collection: Data collected from the network nodes, management entity or UE, as a basis for ML model training, data analytics and inference.
· Data Preparation: The process of eliminating and deleting unnecessary raw data, adding necessary information in the data set or transforming existing information for the purposes of training of an ML model.
· Environment: Physical world under control to make a decision. In Reinforcement Learning, it is the physical world where the reinforcement learning agent operates. 
· ML-assisted Solution: A solution which addresses a specific use case using Machine-Learning algorithms during operation. As an example, mobility load balancing using ML is an ML-assisted solution.
· ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information, based on a set of inputs 
· ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference.
· ML Inference: A process of using a trained ML model to make a prediction or guide the decision based on collected data and ML model.

Editor Note: Definition of each terminology might be updated to align with other working groups, in order to have common or unified definition on AI/ML related terminology.

[bookmark: _Toc55814329]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc55814330]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
<ABBREVIATION>	<Expansion>
[bookmark: clause4][bookmark: _Toc55814331]4	General Framework
Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)
[bookmark: _Toc55814332]4.1	High-level Principles 
The following high level principles should be applied for AI-enabled RAN intelligence:
· The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
· The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
· The input/output and the location of Model inference function should be studied case by case.
· RAN3 should focus on the analysis of data needed at the Model training function from external functions, while the aspects of how the Model training function uses inputs to train a model are out of RAN3 scope.
· Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.
· The Model training and Model inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the algorithm.   
· The Model inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the output from model inference.  
· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.

[bookmark: _Toc55814333]4.2	Functional Framework
Editor’s Note: Data Preparation aspects may be further refined



[bookmark: _Hlk78959611]
Figure 4.2-1: Functional Framework for RAN Intelligence
Note that in case of Reinforcement Learning, Model Training and Model Inference are collapsed inside the Actor.
This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1.
· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific pre-processing of data is not carried out in the Data Collection function.  
Examples of input data may include measurements from Ues UEs or different network entities, performance feedback, AI/ML model output.
· Training Data: information needed for the AI/ML model training function.
· Inference Data: information needed as an input for the Model inference function to provide a corresponding output.
· Model Training is a function that performs the training of the ML model. The Model training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data), if required. 
· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions). The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data), if required. 
· Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself. Actor may request Output from Model Inference, parameterized according to the needed Actions the Actor must take.
· Feedback: Information that may be needed to derive training or inference data used for evaluating or performance feedback. Feedback to Model Training is implementation specific and should not be standardized even though it is shown for completeness.
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