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1	Introduction
After several meetings, a set of options for RACH optimization in split architecture is still on the table. In this paper we aim at identifying an agreeable minimum solution for Rel-17. We also analyze the question of inclusion of PRACH configuration in the F1 SETUP RESPONSE message based on the existing specification status.
2	PRACH Configuration Conflict Resolution 
The starting point for this discussion is the following agreement (from RAN3#111-e):
Send a high number of Neighbour PRACH Configurations from CU to DU. Maximum value is FFS. The request from DU to CU is FFS.
At RAN3 #112-e, the maximum value was discussed but could not be agreed. and a set of options identified in order to help further discussion:
How gNB-DU resolves the RACH conflict  
List of discussed options:
· Option a: Large (FFS) number of PRACH configurations from CU without further CU assistance to DU (DU resolves PRACH configuration conflicts locally)
· Option b: Large number of PRACH configurations from CU with CU assistance (RACH failure rate in neighbor cells) to DU (DU resolves PRACH configuration conflicts locally)
· Option c: Small number of PRACH configurations from CU to DU (DU resolves PRACH configuration conflicts after requesting further CU assistance through more PRACH configurations)
· Option d: Large number of PRACH configurations from CU to DU (DU resolves PRACH configuration conflicts after requesting  further CU assistance through more PRACH configurations)
· Option e: gNB-CU signals up to 32 neighbor PRACH configurations to gNB-DU, together with the Cell ID of the cell potentially in conflict (DU resolves PRACH configuration conflicts locally)
Further refinement of these options is not precluded; downselection at next meeting is expected

As can be seen, the solutions are divided into two main categories, namely sending 512 Neighbour PRACH Configurations from gNB-CU to gNB-DU (options a, b and d) versus sending only 32 Neighbour PRACH Configurations (options c and e). The majority of companies favours a high maximum number of PRACH Configurations to be sent from gNB-CU to gNB-DU. In our view, sending a large number of Neighbour PRACH Configurations enables a receiving gNB-DU to locally resolve PRACH Configuration conflicts in many scenarios. Among the different options supporting to send a large number of PRACH Configurations, option a is also the simplest solution and seems to be agreeable by most of the companies. Still, some concerns on the size of the message over the F1 interface have been expressed by a minority of companies.  

Observation 1: From the options identified during last meeting, option a seems to be agreeable by most of the companies.

Another alternative proposed was to send a small maximum number either by further allowing the gNB-DU to request more PRACH Configurations from its gNB-CU in case it cannot resolve PRACH Configuration Conflict locally (option c) or by sending the cell ID in conflict from gNB-CU to gNB-DU (option e). However we believe going down this path will complexify signalling without sufficient gain in terms of covering some important scenarios, in particular the scenario where modification in the victim cell is not sufficient or possible (e.g. because it can result in excessive UE transmission power ramp-up) but modification is needed in an aggressor cell (UE transmission power reduction).

Proposal 1: We support to send a large (512) maximum number of PRACH Configurations from gNB-CU to gNB-DU without further gNB-CU assistance to the gNB-DU.  

***

Another aspect that remains unresolved is whether PRACH Configuration is also sent in F1 SETUP RESPONSE message. A few aspects were identified at last meeting for further discussion, starting with:

· clarify OAM config of neighbors vs. ANR?
The link between OAM and ANR is documented in TS 38.300, e.g. in the following extracts:
· The ANR function resides in the gNB and manages the Neighbour Cell Relation Table (NCRT). Located within ANR, the Neighbour Detection Function finds new neighbours and adds them to the NCRT.
· The ANR function also allows OAM to manage the NCRT. OAM can add and delete NCRs. It can also change the attributes of the NCRT. The OAM system is informed about changes in the NCRT.

Furthermore, because the present discussion relates to the F1 Setup procedure, the F1AP requirement on deletion of application level configuration data may also need to be considered:
· This procedure erases any existing application level configuration data in the two nodes and replaces it by the one received.
However as per TS 38.300 the neighbour relation information originates in the Neighbour Detection Function:
· Located within ANR, the Neighbour Detection Function finds new neighbours and adds them to the NCRT.

We therefore conclude that the OAM system is aware of the neighbour relation information, although this information is not part of the application level configuration data mentioned in stage 3.

Observation 2: The OAM system is aware of the neighbour relation information, although this information is not part of the application level configuration data mentioned in stage 3.

· how would this work w.r.t. DU connecting to a different CU?
Based on the analysis above, if a DU connecting to a different CU this CU may have knowledge of neighbour relation information collected by other CUs if both CUs are connected to the same OAM system. However the specification doesn't require this to be the case. We still believe that this is not an essential aspect for answering whether or not to include PRACH Configuration in the F1 SETUP RESPONSE message

· any concerns on e.g. message size?
Signalling of e.g. 512 PRACH configurations would correspond to some kBytes of information, which will not correspond to any concern for a gNB-DU taken into account the complex functionality and number of UEs this node will have to support. 

· possible to address through e.g. criticality?
We don't see that introduction of criticality reject in the F1 Setup procedure can be justified by the very limited memory requirement coming from transfer of PRACH configurations. 

· anything missing in status quo? (== neighbor PRACH config signaled to DU in CU config update)
We believe that the targeted use case where F1 Setup is performed while neighbour relation information exists in the CU is a relevant use case that should preferably be supported without the need to trigger additional gNB-CU Configuration Update procedure. This is because the gNB-DU is required to activate its cells after completion of the F1 Setup procedure without any need to wait for a potential additional procedure triggered by the gNB-CU. TS 38.473:
The gNB-DU shall activate the cells included in the Cells to be Activated List IE and reconfigure the physical cell identity for cells for which the NR PCI IE is included.
In our view, the cells should be activated using the best possible PRACH configurations, and this is missing in "status quo".

Proposal 2: Neighbour PRACH Configuration is included in F1 SETUP RESPONSE.


3	Conclusion
We have made the following observations and proposals:
Observation 1: From the options identified during last meeting, option a seems to be agreeable by most of the companies.
Proposal 1: We support to send a large (512) maximum number of PRACH Configurations from gNB-CU to gNB-DU without further gNB-CU assistance to the gNB-DU.  
Observation 2: The OAM system is aware of the neighbour relation information, although this information is not part of the application level configuration data mentioned in stage 3.
Proposal 2: Neighbour PRACH Configuration is included in F1 SETUP RESPONSE.
A corresponding F1AP is submitted to this meeting in R3-213690.
