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Introduction
At previous meetings, the mitigation of unnecessary DL/UL transmissions was discussed, with respect to the following four options:
Option 1: Ancestors of migrating IAB node can discard packets that are currently traversing the source path but not received yet at the destination.
Option 2: Network can prioritize delivery of in-flight packets pertaining to IAB nodes that are about to undergo migration.
Option 3: Keep source path until final packet indication is received.
Option 4: For the DL, the ancestor nodes can discard packets destined to the migrating IAB node and its descendant nodes when receiving the F1AP messages to release the BAP routing configuration related to these nodes. For the UL, the ancestor nodes still forward the UL packets until the related routing configuration is released.  
In this paper we propose a way forward on the above issue.
Mitigation of unnecessary DL/UL transmissions
Reduction of service interruption during IAB node migration has been discussed in the context of avoiding unnecessary packet transmissions and resource wastage. When it comes to the RLF recovery, RAN2 left to implementation in Rel-16 how to recover data after an RLF. Thus, it is something 3GPP does not need to specify.
RAN3 has previously agreed to study the mitigation of packet loss and unnecessary transmissions for the intra-donor migration case, but the discussion here is also relevant for the inter-donor migration. At the RAN3#111-e meeting, the following was agreed:
FFS on enhancement to address unnecessary DL transmission
A risk that device migration affects the user plane performance is always present for legacy UEs, and, even more so, for IAB node migration, for at least two reasons:
· IAB migration may include many devices simultaneously. 
· As opposed to legacy CU-DU split, where the packet route between the CU and the UE comprises “only” the F1 and Uu interfaces, the transport “pipe” in IAB is significantly longer, i.e., the path between the CU and the UE may consist of several subsequent wireless backhaul links.
Observation 1: The number of in-flight packets in IAB node migration is likely much larger than the case for legacy UE migration, due to the number of devices involved and the “length” of the transport “pipe”.
Due to the above, the packets that are still in flight over the backhaul links at the time the handover command is processed, may never be correctly received by the intended devices, since these devices might have already migrated. Unless these packets are transmitted again over the new path, they will be lost. This causes wastage of radio resources, as well as processing power at the UEs and IAB nodes.
An example scenario is shown in Figure 1, where IAB3 (herein referred to as the migrating node) and its descendant nodes and UEs are migrating from donor DU1 to donor DU2, both of which are under the same donor CU. At the time instant when IAB3 switches to a new parent under donor DU2 (IAB5), somewhere between CU and IAB2 there may still be in-flight DL packets destined to IAB3, IAB4, UE3, or UE4. At this very moment, there may also be in-flight UL packets from IAB3, IAB4, UE3 or UE4 that have not yet been sent from IAB3 to IAB2. Transmitting this in-flight DL/UL traffic after IAB3 has connected to its new parent (IAB5), is a waste of resources. One of the main causes of the above issue is that, in general, the HO command is transported via access and BH RLC channels that have higher priority than the BH RLC channels carrying data radio bearers.
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Figure 1: An example of handling of in-flight packets during intra-donor IAB node migration
Hence, the problem might be twofold in the sense that such packets may never be correctly received by the intended device, leading to packet losses (unless they are transmitted again from the target). Additionally, their transmission may have been in vain since the intended device cannot anyhow correctly receive them, which causes wastage of radio resources, as well as processing power at the UEs and IAB nodes. The same reasoning obviously applies to the UL packets, as well.
Observation 2: Transmission of DL traffic that has not reached the migrating node or UL traffic that has not reached the old parent of the migrating node before the migrating node has moved to a new parent, is a waste of backhaul resources.
Potentially, these issues can be alleviated using the existing tools. For example, the CU may stop DL user plane transmissions until it ensures that all packets going to the migrating IAB node or its descendants have been successfully received. Only after that, the CU could reconfigure and execute the migration. This approach can minimize the number of packets which are lost at the expense of DL user packet plane interruption time. On the other hand, if the CU executes the migration procedure without being concerned about how many packets are not successfully received by the UEs connected to the migrating IAB node and its descendants, then the user plane interruption time is minimized. However, the packet losses can be considerable, and, in principle, there may be a user plane interruption time since there will be retransmissions at some point. So, the question is: how to achieve a balance between the user plane interruption time and the potential packet losses? 
One possible way to achieve this balance is pre-configuring those nodes which are affected by the migration of an IAB node and executing this configuration at a later point or when indicated by the CU. Then, there would be a need of some in-band or out-of-band signalling that indicates to the affected IAB nodes to execute the configuration. For example, when the CU sends a last packet to a UE connected to the migrating node or one of its descendants, the CU also provides an indication to the donor DU, which would add the “last packet” indication in the BAP header of this packet. The node receiving this indication will apply the new configuration after forwarding the packet to the next node or UE. When the migrating node gets the indication, the node will also apply the configuration previously provided, which will result in that it connects to a new parent node and continues the transmissions via the new route. It requires that the node updates the BAP headers of the buffered data, but this is a task which the node can do already today in Rel-16. 
Based on the above, it is necessary to define mechanisms that would enable:
· Handling, at a migrating IAB node, its ancestors and its parent, the DL packets that have been already transmitted by the source donor-CU to the migrating IAB node (or to any other IAB node or UEs which are served directly or indirectly by such migrating IAB node) and that are currently traversing the source path but have not received by the destination (which can be the migrating node or its descendant) when the HO command is issued from the network.
· Handling, at a migrating IAB node and its parent, the UL packets that are buffered and are waiting to be sent by the migrating IAB node when the HO command is issued from the network.
· Handling the UL data pending to be transmitted at the source ancestor nodes and/or parent node that has originated from the migrating IAB node, or any node/UE that is directly/indirectly being served by the migrating IAB node.
Hence, to avoid packet losses and, consequently, unnecessary UL/DL transmissions during migration, IAB nodes should be provided with the new configuration/actions which is/are executed when an indication (e.g., via BAP or F1AP) is provided to the IAB nodes. Some basic actions that can be performed on the concerned traffic could be, e.g., to discard the packets that would never reach their destination, or to prioritize their forwarding, so that they could reach the destination (or the migrating node, at least) prior to the application of the HO command.
Proposal: To enable mitigation of unnecessary transmissions during IAB node migration and reduce the packet loss, RAN3 to agree that:
· The ancestors of the migrating IAB node can discard the packets that are currently traversing the source path but that are not received yet at the destination by the time the HO command is issued from the network.
· The network can prioritize the delivery of in-flight packets pertaining to IAB nodes that are about to undergo migration.
Conclusion
[bookmark: _In-sequence_SDU_delivery]This paper discusses the reduction of service interruption during IAB node migration. The following is observed:
Observation 1: The number of in-flight packets in IAB node migration is likely much larger than the case for legacy UE migration, due to the number of devices involved and the “length” of the transport “pipe”.
Observation 2: Transmission of DL traffic that has not reached the migrating node or UL traffic that has not reached the old parent of the migrating node before the migrating node has moved to a new parent, is a waste of backhaul resources.
Based on the discussion in previous sections we propose the following:
Proposal: To enable mitigation of unnecessary transmissions during IAB node migration and reduce the packet loss, RAN3 to agree that:
· The ancestors of the migrating IAB node can discard the packets that are currently traversing the source path but that are not received yet at the destination by the time the HO command is issued from the network.
· The network can prioritize the delivery of in-flight packets pertaining to IAB nodes that are about to undergo migration.
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