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[bookmark: _Ref462817227]Introduction
[bookmark: _Ref462918989]As described in RP-201620, one of the tasks of the study on AI/ML in RAN3 is to “study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and identify the potential standardization impacts on current NG-RAN nodes and interfaces”. 
In order to explore the standardization impact on the current NG RAN architecture, this paper presents our view on the proposed functional framework for RAN intelligence.
[bookmark: _Toc461106288]Discussion 

In the previous meeting the discussion on high level principles and the functional framework continued and the agreements are captured in R3-212978, which included an updated illustration of the functional framework as follows. 


Figure 4.2-1: Functional Framework for RAN Intelligence

Furthermore, the following discussions were minuted as to be continued:
· Mark the Model Performance Feedback in the Functional Framework (Figure 4.2-1) as FFS and continue discussions on what such transfer of information should entail and for which purpose.
· The definition of the Model Deployment/Update function is FFS. Discussions need to be continued to identify what information will “Model Deployment/Update” transfer, whether this information will need to be standardised and, if not, what are the assumptions on this information
· Discussions should be continued on the following principle, especially concerning what the level of accuracy is: If the inference function provides output predictions, an optional indication of the accuracy level for which the inference model is trained should be indicated to the nodes that request/subscribe to this information.
· When discussing use cases, check on each use case the feasibility of a “validity time” (i.e. “best before” for the prediction result) as additional information provided by the Model Inference function together with the Inference output.
· Output from one model as input to another
· High-level principles for inference function
In the following we will explore the above, provide an analysis and finally make proposals.

High level principles 
The discussion on high level principles culminated in the following high level principles for RAN intelligence enabled AI being agreed until now, where the latest agreements are highlighted: 
· The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
· The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
· The input/output and the location of Model inference function should be studied case by case.
· RAN3 should focus on the analysis of data needed at the Model training function from external functions, while the aspects of how the Model training function uses inputs to train a model are out of RAN3 scope.
· The Model training and Model inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the algorithm.   
· The Model inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the output from model inference.  
· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
One of the high level principles agreed in the last meeting, clarifies that the main aspects of standardisation for the Model Training Function should concern the analysis of data needed at the Model Training Function from external functions, while the aspects of how the Model Training Function uses inputs to train a model are out of RAN3 scope. 
[bookmark: _Hlk75253002]We believe that the same principle applies also for the Model Inference Function. Therefore, we propose that, as part of the high level principles captured in TR37.817, RAN3 should focus on the analysis of data needed at the Model Inference Function from external functions, while the aspects of how the Model Inference Function uses inputs to derive outputs are out of RAN3 scope.
Proposal 1: Agree on the following high level principle for Model inference function:  RAN3 should focus on the analysis of data needed at the Model Inference Function from external functions, while the aspects of how the Model Inference Function uses inputs to derive outputs are out of RAN3 scope.
We will proceed in the following with the rest of the open issues. Reading carefully, we detect a concept that we consider worth explaining first since it permeates the core of the analysis of many of the open issues. We are referring to the concept of the inference output uncertainty. 
Functional Framework
Below we analyse the points put up for further discussions at the last RAN3 meeting
Inference output accuracy
[bookmark: _Hlk78819433]During RAN3-112-e a discussion on the accuracy of an inference output was carried out. Accuracy of an inference model characterizes the performance (i.e., the predictive power) of the model on unseen input data. It is calculated as average for many predictions, for example, using a test dataset which includes the ground truth. It quantifies on average how close a prediction is to the true value (in case of regression) or how often a prediction corresponds to the true class (in case of classification).
If RAN3 agrees on specifying the exchange of predictions, it is important to also provide the accuracy associated to such predictions. Namely, a node that receives predictions should be able to understand the performance (i.e., the accuracy) of the model or algorithm that generated the predictions in order to reliably use them.
Proposal 2: If the inference function provides predictions, an optional indication of the accuracy of the inference model should be sent to the nodes that request/subscribe to this information.
The accuracy of the inference model referred in Proposal 2 can be defined as follows:
Definition of Accuracy of Inference Model: The accuracy of an inference model quantifies the accuracy of the model and it is derived as average for many predictions derived by the inference model, for which the ground truth is known.

[bookmark: _Hlk75863632]Inaccuracy in predictions arises from uncertainty due to the input data. Uncertainty is a key notion in AI/ML and its quantification is a core element for trustworthy and explainable AI/ML. There are two inherently different sources of uncertainty, often referred to as aleatoric and epistemic uncertainty. Aleatoric (or statistical) uncertainty refers to the noise in the data, meaning the probabilistic variability of the output due to inherent random effects. It is irreducible, which means that it cannot be reduced by providing more data or choosing a different AI/ML model or algorithm. By contrast, epistemic (or systematic) uncertainty comes from limited data and knowledge about the system and underlying processes and phenomena. Regarding AI/ML, it refers to the lack of knowledge about the perfect model (e.g., the perfect model parameters) and it is typically due to inappropriate or insufficient training data. This part of the total uncertainty is in principle reducible, e.g., by providing more training data.
Figure 1 illustrates a schematic example of aleatoric and epistemic uncertainty caused by noisy and incomplete data, respectively. Aleatoric uncertainty refers to the fact that, for a given input , the output  cannot be identified uniquely, but instead follows a certain probability distribution. By contrast, epistemic uncertainty arises from the lack of training data for certain ranges of inputs.
[image: ]
[bookmark: _Ref75863705]Figure 1: Schematic example of aleatoric and epistemic uncertainty
As shown in Figure 1, the uncertainty level can depend on the input. Therefore, the accuracy of a specific inference output has a probabilistic dependence on the corresponding input. Although the accuracy of an output cannot be calculated at the time of inference since the ground truth cannot be known yet, it can be estimated at the time of generating the prediction based on the probabilistic dependence on the respective input. Such a per-sample accuracy estimate may change from one output to another (as it depends on the input) and it can be used as further enrichment information for an output, complementing the accuracy of the model or algorithm.

Proposal 3: If the inference function provides predictions, an optional estimate of the accuracy for each inference output can be sent to the nodes that request/subscribe to this information.

The accuracy of the inference output referred in Proposal 3 can be defined as follows:
Definition of Accuracy of Inference Output: The accuracy provided by an inference model estimates the accuracy of the model output and it is derived as average for many predictions in specific input ranges for which the ground truth is known.

Model chaining in AI/ML
An ML assisted solution can be based on a model with many inputs, some of which can be obtained using a separate ML model, i.e. output of a model used as an input for another model. This approach is referred to as Model chaining. One limitation of model chaining is that it introduces dependencies between the models, the most obvious of which is the propagation of a model error/accuracy/uncertainty when the model’s output is used as input to a second model downstream. 
Model chaining may implicitly occur, for instance, when a RAN node receives certain predictions from a neighbouring RAN node. For instance, a source node could receive predictions of resource status (i.e., load metrics) from a target node, which could be based on both measurements of the resource status of the target node as well as measurements of resource status of other RAN nodes that are neighbours of the target node but not of the source nodes. In this case, the received predictions could relate to parts of the environment that are not directly observable by the source RAN node, and as such these predictions could still be informative for an AI/ML algorithm of the source node despite a certain degree of inaccuracy. However, whether a chain of AI/ML models would occur or not would be an implementation specific aspect and remain transparent to specifications.
A different scenario, however, is the case where model chaining occurs within the same RAN node. One could be tempted, for instance, to use model chaining within a RAN node to split a problem into smaller problems and solve them in cascade with different AI/ML algorithms. In this case, however, since all the AI/ML algorithms could have access to the same raw data, using a chain of AI/ML models that introduces additional error/inaccuracy/uncertainty in the input data used in the last model of the chain is not recommendable. Nonetheless, this would remain an implementation specific aspect outside RAN3 scope.
We notice, however, that some proposals submitted to RAN3#112-e for AI/ML use cases explicitly suggest model chaining within a RAN node. For instance, in case of mobility load balancing (MLB), some solution suggested to first use AI/ML to predict UE traffic or mobility, then feed such prediction to a second AI/ML model responsible to take MLB decisions. 
It should be pointed out that RAN3 has agreed to the following principle:
· The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
As a consequence of this, it can be deduced that the structure of the AI/ML process hosted by a RAN node is up to implementation. Namely, whether to implement an AI/ML model as a chain of smaller models or whether to have a single wide scope model is up to implementation and out of RAN3 scope.

Proposal 4: Implementation aspects of AI/ML models are out of RAN3 scope.  Whether to achieve AI/ML via chaining of AI/ML Models or via a wide-scope AI/ML model is an implementation aspect of AI/ML. Model chaining is therefore implementation specific and out of RAN3 scope.

Model Performance feedback
Connecting to the discussion above on the inference output uncertainty, we will investigate the Model Performance feedback. The Model Performance Feedback is feedback from the Model Inference Function to the Model Training Function. If the feedback is about e.g. memory status, processing power etc, at inference host, then this information may not be very useful because it is tightly connected with the implementation of that host, which cannot be unequivocally interpreted by nodes following different implementations.
Another possibility is that the Model Performance Feedback consists of the accuracy level of the output produced by the Model Inference function. Such accuracy can be per model or per inference output, as defined in Section 2.2.1. 
In this case the Training Function is able to know such accuracies because 
· The Training Function is aware of the Accuracy of the Inference Model
· The Training Function can receive from the Data Collection function the inputs provided to the Model Inference function. Consequently, the Training function can deduce the accuracy of the inference outputs produced by the Model Inference function.  

Observation 1: If the Model Performance Feedback consists of information on accuracy of the model or accuracy of the inference output, then this information is already known by the Training Function.

In conclusion, there seem not to be any plausible requirements that justify the Model Performance Feedback. For this it is proposed to remove such signalling.

Proposal 5: 	There seem to be no plausible requirement to justify Model Performance Feedback from Model Inference to Model Training function. For this it is proposed to remove such feedback flow

Model deployment/Update
In the previous meeting the intention was to investigate how to define the “Model Deployment/Update” function. It was discussed that in RAN3 terms, transferring a piece of information between different functions implies the standardisation of such piece of information. RAN3 has already agreed that a model is implementation specific, hence it is not clear what information will “Model Deployment/Update” transfer, whether this information will need to be standardised and, if not, what are the assumptions on this information. 
The following was finally minuted as to be continued:

The definition of the Model Deployment/Update function is FFS. Discussions need to be continued to identify what information will “Model Deployment/Update” transfer, whether this information will need to be standardised and, if not, what are the assumptions on this information.
One of the fundamental agreements taken by RAN3, on which the work on AI/ML is based, is the following:
- The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
The above implies that the AI/ML algorithms and models are implementation specific and as such it should not be assumed that the corresponding details are known across different system’s nodes/functions or standardized interfaces. Additionally, no standardization impact is expected to be captured to define AI/ML algorithms and models in specs.
As a consequence, the agreement taken implies that it is not possible to standardize the transfer of an AI/ML algorithm from one node to another because such transfer would imply that the nodes involved in the transfer can decode and interpret the model. Namely, the model would be decodable and interpretable in a standardized way, which implies that the model is not implementation specific anymore.
Conclusion 1: The agreement that “The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.” implies that it is not possible to standardize the transfer of an AI/ML algorithm between different system’s nodes/functions.  
It should be noted that such approach has been also followed in SA2’s work on AI/ML, where the following has been agreed (see TR 23.700-91 [2]):
”3GPP standardized sharing of models across different vendor environments is not deemed feasible in this release of the specifications. Sharing of models or model meta data is limited to single vendor environments.”
Therefore, as a way forward to capture these agreements, we suggest the following:
[bookmark: _Ref70513634]Proposal 6:	Either remove the “Model deployment/update” arrow from the functional framework or mark the Model Deployment/Update as “limited to single vendor environment”
Validity time
Regarding validity time, namely the time that a prediction is valid, it is true that the Actor subscribes to receiving outputs based on a given periodicity or event-triggered, but that does not necessarily mean that the forecast values have to be valid for the same time window until a next output instance is provided. The latter only represents one design example of many possible implementations.  The forecast window is specific to the designed ML model, which is independent of the periodicity in which the actor subscribed to. For instance, a model may be capable of providing an average traffic load prediction for the next hour, while a different model can provide predictions on a smaller or larger time granularity. 
Additionally, by reporting the validity time, the requesting node can configure a reporting periodicity for the requested information that is in-line with the validity time. In that way, the requesting node avoids signalling between the two nodes at an unnecessarily high periodicity. 

Proposal 7:	It is proposed to include a validity time together with a Model Inference prediction output
Conclusions
In this contribution various open points on the high level principles and functional framework, raised at the last RAN3 meeting were tackled. The following Observations, conclusions and proposals were derived: 
Proposal 1: Agree on the following high level principle for Model inference function:  RAN3 should focus on the analysis of data needed at the Model Inference Function from external functions, while the aspects of how the Model Inference Function uses inputs to derive outputs are out of RAN3 scope.
Proposal 2: If the inference function provides predictions, an optional indication of the accuracy of the inference model should be sent to the nodes that request/subscribe to this information.
Definition of Accuracy of Inference Model: The accuracy of an inference model quantifies the accuracy of the model and it is derived as average for many predictions derived by the inference model, for which the ground truth is known.
Proposal 3: If the inference function provides predictions, an optional estimate of the accuracy for each inference output can be sent to the nodes that request/subscribe to this information.
Definition of Accuracy of Inference Output: The accuracy provided by an inference model estimates the accuracy of the model output and it is derived as average for many predictions in specific input ranges for which the ground truth is known.

Proposal 4: Implementation aspects of AI/ML models are out of RAN3 scope.  Whether to achieve AI/ML via chaining of AI/ML Models or via a wide-scope AI/ML model is an implementation aspect of AI/ML. Model chaining is therefore implementation specific and out of RAN3 scope.

Observation 1: If the Model Performance Feedback consists of information on accuracy of the model or accuracy of the inference output, then this information is already known by the Training Function.

Proposal 5: 	There seem to be no plausible requirement to justify Model Performance Feedback from Model Inference to Model Training function. For this it is proposed to remove such feedback flow

Conclusion 1: The agreement that “The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.” implies that it is not possible to standardize the transfer of an AI/ML algorithm between different system’s nodes/functions.  
Proposal 6:	Either remove the “Model deployment/update” arrow from the functional framework or mark the Model Deployment/Update as “limited to single vendor environment”
Proposal 7:	It is proposed to include a validity time together with a Model Inference prediction output
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[bookmark: _Toc55814327]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc55814328]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
· Data collection: Data collected from the network nodes, management entity or UE, as a basis for ML model training, data analytics and inference.
· ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information, based on a set of inputs 
· ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference.
· ML Inference: A process of using a trained ML model to make a prediction or guide the decision based on collected data and ML model.
· Accuracy of Inference Model: The accuracy of an inference model quantifies the accuracy of the model and it is derived as average for many predictions derived by the inference model, for which the ground truth is known.
· Accuracy of Inference Output: The accuracy provided by an inference model estimates the accuracy of the model output and it is derived as average for many predictions in specific input ranges for which the ground truth is known.

Editor Note: Definition of each terminology might be updated to align with other working groups, in order to have common or unified definition on AI/ML related terminology.

-----------------Unchanged Text Omitted-----------------
[bookmark: _Toc55814331]4	General Framework
Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)
[bookmark: _Toc55814332]4.1	High-level Principles 
The following high level principles should be applied for AI-enabled RAN intelligence:
· The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
· The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
· The input/output and the location of Model inference function should be studied case by case.
· RAN3 should focus on the analysis of data needed at the Model training function from external functions, while the aspects of how the Model training function uses inputs to train a model are out of RAN3 scope.
· RAN3 should focus on the analysis of data needed at the Model inference function from external functions, while the aspects of how the Model inference function uses inputs to derive outputs are out of RAN3 scope.
· Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.
· The Model training and Model inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the algorithm.   
· The Model inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the output from model inference.
· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.

[bookmark: _Toc55814333]4.2	Functional Framework
Editor’s Note: Data Preparation aspects may be further refined














Figure 4.2-1: Functional Framework for RAN Intelligence

This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1.
· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific pre-processing of data is not carried out in the Data Collection function.  
Examples of input data may include measurements from Ues or different network entities, performance feedback, AI/ML model output.
· Training Data: information needed for the AI/ML model training function.
· Inference Data: information needed as an input for the Model inference function to provide a corresponding output.
· Model Training is a function that performs the training of the ML model. The Model training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data), if required. 
· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions). The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data), if required. 
· If the AI/ML model inference output consists of predictions, an optional indication of Accuracy of Inference Model and Accuracy of Inference Output may  be indicated to the nodes that request/subscribe to this information. FFS how to express such accuracy information.
· A validity time may be included together with the Model Inference prediction output.
· Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.
· Feedback: Information that may be needed to derive training or inference data or performance feedback.
· Model chaining is implementation specific and therefore out of RAN3 scope.
· Model Deployment/Update: Consists of an intra vendor function for signalling an AI/ML model from the Model Training function to Model Inference function
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