Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG-RAN WG3 #113-e    
 R3-213833
16th-26th Aug 2021
Online

Title:
F1-U tunnel and flow control for NR MBS
Source:
ZTE
Agenda Item:
22.2.4
Document for:
Discussion

 Introduction

The F1-U tunnel options were discussed in RAN3 112-e meeting with some intermediate agreements and some FFS.

WA: For the RAN2 agreed split MRB bearer with a common PDCP: the decision of using PTP (RLC leg) or PTM (RLC leg) is made by the gNB-DU

Applicability of current flow control is FFS

WA: Standard shall enable a one to one mapping between an MRB and a shared F1-U tunnel

Flow control should be enabled for an MRB established for a broadcast MBS session.

FFS on how to design DL flow control mechanism for a MRB established for a broadcast MBS session.

FFS on whether to support DL flow control for a MRB established for a multicast MBS session.

FFS on how to design DL flow control mechanism for a MRB established for a multicast MBS session.
In this contribution, we discuss further on MBS bearer especially the F1-U tunnel options and the concerned flow control mechanism, for Broadcast and Multicast respectively.
 Flow control 
 Flow control for Broadcast
In CU/DU split scenarios, it is highly possible that there are multiple cells that belong to the same DU are broadcasting the same Broadcast services. One leftover issues from last RAN3 meeting is, regarding Broadcast PTM transmission in different cell but the same DU, whether single tunnel between gNB-CU (“CU”) and gNB-DU (“DU”) applies.

There are two options for F1-U tunnel to deliver the PDCP PDUs of the corresponding MRB from CU to DU:

Option A. Per MRB per DU (or simply “per DU tunnel”), that is, such tunnel is shared by all cells. For one specific MRB, there is only one shared tunnel per CU/DU connection. The same PDCP PDU is sent once to DU, duplicated and submitted to the corresponding RLC entities at DU side for specific delivery instances.
Option B. Per MRB per cell (or simply “per cell tunnel”), that is, for each cell that belongs to the concerned DU, there is one tunnel for one specific MRB. The same PDCP PDU is duplicated for each delivery instance, submitted to the F1-U and sent to DU, the PDUs are then submitted to RLC entities at DU side for specific delivery instances for different cells.
Assume there are 3 cells broadcasting the same Broadcast session data, the two options above are shown below in Figure 1.
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Figure 1. Single tunnel (per DU option) vs multiple tunnel (per cell option)
The “per MRB per DU” solution features resource efficiency and scalability: only one tunnel is needed for the corresponding MRB, no matter how many cells in this DU are broadcasting the MBS. There are other benefits applying such per DU scheme:
DU can minimize the transmission gap between cells and different modes based on the common PDCP PDU from the single tunnel. In cases of intra-DU mobility, the reception gap or "out of sync" can be minimized through network implementation while for multiple tunnel solution, it is impossible to do so (note that the sync greatly depends on the scheduling, therefore this is network scheduling behaviour rather than being defined by spec). One might suggest that there can still be coordination based on the PDCP SN or NR-U SN from different tunnels, then the multiple tunnel solution falls back to a single tunnel solution.
Reduce the signaling overhead in case of bearer setup or modification. A common MBS associated E1/F1 signaling is able to establish and modify only one F1-U bearer. While the other solution have more tunnels (IP address and TEIDs) to “manage”.
22261 / 6.13
Flexible broadcast/multicast service / Requirements
The 5G system shall support downlink parallel transfer of the same content, via broadcast/multicast and/or unicast, such that all receiver group members in a given area receive the media at the same time according to user perception. 

NOTE 3: In this context user perception refers to a difference in delay of typically less than 20 ms.

TR 23.774 Study on mission critical services over 5G multicast‑broadcast system (Release 17)

b)
When transmission of same media via different sessions / bearers (whether unicast or broadcast / multicast, in the same cell or in neighbouring cells) is used for mission critical applications, the system shall support delivery of that media synchronized within the limits of human ability to detect relative delay, as the media arriving via different sessions/bearers is played out by the receiving UEs.

For one MRB of Broadcast session, a shared F1-U tunnel between the gNB-CU and gNB-DU, features better resource efficiency and scalability, and other advantages like minimize the transmission gap between cells and less signaling overhead.

There were also concerns raised though, that worries some of the mechanisms won’t be able to work:
Flow control. How to have a proper flow control (i.e., not congesting DU) with least spec impacts, or can legacy flow control be applied to a per DU tunnel solution while the transmission status might be different from different cells?
Security in access layer. (We will address this issue in separate section)
Flow control was introduced in LTE era for LTE dual connection to control the downlink user data flow from MeNB to SeNB. And the mechanism is generalized in NR to be used in a more general way for NR User plane on network interfaces, e.g., F1-U and Xn-U.
3GPP TS 38.425
5.4.2
Downlink Data Delivery Status

5.4.2.1
Successful operation

The purpose of the Downlink Data Delivery Status procedure is to provide feedback from the corresponding node to the node hosting the NR PDCP entity to allow the node hosting the NR PDCP entity to control the downlink user data flow via the corresponding node for the respective data radio bearer. The corresponding node may also transfer uplink user data for the concerned data radio bearer to the node hosting the NR PDCP entity together with a DL DATA DELIVERY STATUS frame within the same GTP-U PDU.

The Downlink Data Delivery Status procedure is also used to provide feedback from the corresponding node to the node hosting the NR PDCP entity to allow the node hosting the NR PDCP entity to control the successful delivery of DL control data to the corresponding node.

Flow control in F1-U is for gNB-CU to be aware of the delivery status of corresponding radio bearer, therefore determining the data transferring for such radio bearer.

For option B with multiple tunnels for each cell, flow control can be done based on legacy mechanism for DRB of UM RLC. The concern here is whether existing flow control mechanism can be applied to option A with a single tunnel that is serving the DU but not specific to the transmission status of one cell. 

One possible solution is to have a common buffer for the concerned radio bearer. There could be two stages of data transmission as shown in Figure 2:

Stage 1. Multicast data is transmitted through the shared tunnel, while DDDS report is compiled based on the network implementation considering the delivery status of all concerned cells, and the QoS requirement of the MRB itself. What flow control does is basically DU notifies CU whether DU can handle the data transferred from CU, and CU will tune the data transfer rate based on DU’s feedback. It is a reflection of per DU’s capability of data delivering. An MRB is a resource associated with the transmission in a cell, but the buffer management is per DU.
In one of the solutions, we can compile the DDDS based on the transmission status of fastest transmission cell. When we say fast, we mean that the cell with least congestion such that the Broadcast data is transmitted to cells without much scheduling delay among all transmission cells. The downlink MBS data is transmitted to a common buffer (which can be F1-U data reception buffer, depending on implementations). The common buffer is managed such that,
The DDDS reflects transmission status of fastest transmission cell, and also the desired data rate in bytes associated with the corresponding MRB configured for the MBS (e.g., QoS profile).
The packet is kept in the buffer even it has already been delivered to lower layer of some of the cells but not all cells; the packet is discarded based on the QoS profile (e.g., PDB, discard timer), therefore the common buffer is not congested while the QoS requirement is not violated either.
Stage 2. From the common buffer, the data is fed to each RLC entity based on DU’s internal coordination. The whole process basically can be flow control between the common buffer and the RLC entities, but only internally in DU based on network implementation.
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Fig 2. Flow control for a shared tunnel for all cells.
# spec impacts

If we can have a look of the element list of DDDS

for cases of RLC UM, all the values in DDDS can be compiled based on the fastest delivery cell.
Some of the per UE per RB parameter (e.g., desired data rate in bytes) now is per MBS per MRB, which is almost of zero spec impacts.
a)
in case of RLC AM, the highest NR PDCP PDU sequence number successfully delivered in sequence to the UE among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs;

b)
the desired buffer size in bytes for the concerned data radio bearer;
c)
optionally, the desired data rate in bytes associated with a specific data radio bearer configured for the UE; 
d)
the NR-U packets that were declared as being "lost" by the corresponding node and have not yet been reported to the node hosting the NR PDCP entity within the DL DATA DELIVERY STATUS frame;

e)
if retransmission NR PDCP PDUs have been delivered, the NR PDCP PDU sequence number associated with the highest NR-U sequence number among the retransmission NR PDCP PDUs successfully delivered to the UE in sequence of NR-U sequence number; // for Re-tx AM?
f)
if retransmission NR PDCP PDUs have been transmitted to the lower layers, the NR PDCP PDU sequence number associated with the highest NR-U sequence number among the retransmission NR PDCP PDUs transmitted to the lower layers in sequence of NR-U sequence number;
g)
the highest NR PDCP PDU sequence number transmitted to the lower layers among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs;
NOTE:
If a deployment has decided not to use the Transfer of Downlink User Data procedure, d), e) and f)  above are not applicable.

e)
in case of RLC AM, the NR PDCP PDU sequence number successfully delivered out of sequence to the UE among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs.
For per MRB per DU option, almost zero spec impacts.
Based on above observations, option B i.e., per DU tunnel features better resources efficiency and scalability, and the solution itself is with high feasibility with few spec impacts, therefore we suggest:

For one MRB of Broadcast session, there is only a single/shared F1-U tunnel between the gNB-CU and gNB-DU, i.e., there is no separate F1-U tunnel for the transmission in each cell.
 Flow control for Multicast
For Multicast services, consider the following scenarios:

In one DU, there might be more than one UE consuming the Multicast services.
UE might be in different cells, with same or different transmission method, PTP or PTM.
In the same cells, one UE might be configured with different transmission mode, i.e., PTP only, PTM only, or split MRB.
Considering the similarity of PTM transmission in different cells between Multicast and Broadcast, we will focus on the scenarios 3 in which in the same cell, for one UE who is consuming the MBS with mode switching enabled, how should the tunnel be structured. 

Note that for any re-transmission from PDCP layer (for cases like mobility, or any other scenarios potentially identified later in RAN2), it is suggested to have a UE specific tunnel:
If not, to transmit UE specific data on a common tunnel will inevitably bring spec impacts, e.g., to identify the UE specific packets in a common tunnel.
Current per UE signaling (e.g., UE context management on F1-C) can already do the job to manage a UE specific tunnel .
In case of retransmission in PDCP layer, the retransmission PDCP PDU is per UE per MRB. Therefore, a separate per UE per MRB tunnel can be established, as depicted below. The retransmission PDCP PDU is submitted to a separate RLC entity (RLC entity 2 in Figure 4) for a specific UE.
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Figure 3. Two F1-U tunnels for initial transmission (PTP or PTM) and PTP re-transmission for one UE
For Multicast session, for any UE specific data, e.g., re-transmission in PDCP level, there is a per UE per MRB F1-U tunnel.
After figuring out the re-transmission, below we will focus on cases of initial transmission, specifically in case of split MRB where there are both PTP and PTM are configured to one specific UE, Multicast data can be transmitted on either leg with dynamic switch that has been defined in RAN2.

There are also two categories of solutions in case of split MRB where both PTP and PTM are configured to UE as shown in Figure 4: 
Option A. Shared tunnels, that is, a single tunnel is shared by both PTM and PTP initial transmission for one specific MRB per CU/DU connection. The same PDCP PDU is only sent once to DU, duplicated and submitted to the corresponding RLC entities at DU side for specific delivery instances.
Option B. Separate tunnels, that is, for each PTP and PTM initial transmission for one UE, there is a separate tunnel for each transmission method.
Note: please also be aware of previous RAN3 agreements that in the same cell, there is one shared F1-U tunnel for PTM transmission of an MRB, therefore there will always be an existing tunnel for PTM transmission for such cell. So the problem above goes to for PTP initial transmission, whether the same tunnel established for PTM transmission in the cell can be used.
RAN3_110-e agreements
Use a shared F1-U tunnel for PTM transmission of an MBS radio bearer for an MBS Session

-
It is FFS whether a shared F1-U tunnel can be used for the same MBS Session established in multiple cells of the same DU.
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Figure 4. Network perspective of F1-U tunnel for initial transmission

Option A is preferred as we have indicated above, this is basically the same story as Broadcast behind although for different scenarios:
Resource efficiency and scalability from below two aspects: 
A single PDCP PDU is applied to all transmission in whatever transmission mode: PTP, PTM or both, and for one or multiple UEs. 
Also whenever DU makes the decision (per RAN3 agreements), DU schedules the same PDCP PDU by duplication and delivery to the corresponding RLC entities. If there is no PTM or PTP transmission, there is no need for the corresponding data transmission on F1-U at all as in option A (or if an extra signaling is used to notify CU for the mode switching decision).
Minimized transmission gap. Based on RAN2/3 agreements on mode switching for split MRB, it is network, i.e., gNB-DU’s fast decision to dynamically schedule the Multicast packet data through different legs (e.g., PTP or PTM). If it is done through separate tunnels, there might be gaps among PTP and PTM transmission. 
Shared F1-U tunnel solution for one specific MRB is beneficial from better resource efficiency, better scalability and it fits into the paradigm of DU decides the transmission mode (PTP or PTM for split MRB).
There are also concerns on flow control. Again, this could be relying on easily achievable network or DU implementations, e.g., based on any transmission (PTP or PTM, for all concerned UEs) that progresses the farthest. The rest is the same with our analysis in section 2 where a common buffer per DU is applied.
Flow control for a shared F1-tunnel for initial transmission can be applied by network implementation with a common buffer in DU.
For Multicast session, there is only one shared F1-U tunnel for one specific MRB’s initial transmission between one specific DU and CU.
 Security in AS 
Security for MBS in AS layer is still being discussed in SA3. Whether to apply AS security in AS layer and how (e.g., per cell per group) is still being debated.

Before that we’d like to apply what sidelink in NR has taken: no AS security.

Usually ciphering can and is taken care of in application layer.
Ciphering in AS layer introduced complexity in various WGs and various features: mobility (service continuity as in previous sections) in both RAN3 and RAN2, mode switching in RAN2, and key distribution in all WGs.
Considering we are entering to stage 3 period, we’d suggest that instead of waiting for SA3 results, we can:

Take no AS layer ciphering or other security mechanism as working assumption.
Security mechanism depends on SA3 decision. However, suggestions can still be provided to SA3 from RAN3 perspective, based on the impacts of security options to RAN.
LS SA3, for NR MBS, consider which option to take for AS security.
 Conclusion
Based on the analysis provided above, we have the following observation:

Observation 1
For one MRB of Broadcast session, a shared F1-U tunnel between the gNB-CU and gNB-DU, features better resource efficiency and scalability, and other advantages like minimize the transmission gap between cells and less signaling overhead.

Observation 2
Flow control in F1-U is for gNB-CU to be aware of the delivery status of corresponding radio bearer, therefore determining the data transferring for such radio bearer.

Observation 3
For per MRB per DU option, almost zero spec impacts.

Observation 4
Shared F1-U tunnel solution for one specific MRB is beneficial from better resource efficiency, better scalability and it fits into the paradigm of DU decides the transmission mode (PTP or PTM for split MRB).

Observation 5
Flow control for a shared F1-tunnel for initial transmission can be applied by network implementation with a common buffer in DU.

Based on the analysis provided above, we have the following proposals:

Proposal 1
For one MRB of Broadcast session, there is only a single/shared F1-U tunnel between the gNB-CU and gNB-DU, i.e., there is no separate F1-U tunnel for the transmission in each cell.

Proposal 2
For Multicast session, for any UE specific data, e.g., re-transmission in PDCP level, there is a per UE per MRB F1-U tunnel.

Proposal 3
For Multicast session, there is only one shared F1-U tunnel for one specific MRB’s initial transmission between one specific DU and CU.

Proposal 4
Take no AS layer ciphering or other security mechanism as working assumption.

Proposal 5
LS SA3, for NR MBS, consider which option to take for AS security.

 Reference

R3-2xxxxxx Summary of Email discussion xxx

1/8


