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1	Introduction
The following working assumption has been reached at RAN3#112-e:
WA: a solution based on exchanges of Local gNB-ID over Xn should be pursued; Xn signaling impact should be limited
This paper discusses two proposed solutions aligned with the principles above.

2	Discussion
2.1. Summary of proposed solutions
We propose:
- to use a network-wide fixed split of I-RNTI structure, enabling inter-vendor inter-operability, support for RAN sharing, deployments of gNBs supporting variable maximum number of Inactive UE Context
- to use Local gNB IDs assigned autonomously by gNBs, with zero configuration effort, supporting easy deployment and maintenance, very low probability of conflicts and easily extendable if necessary
- to exchange Local gNB ID over Xn to ensure disambiguation of I-RNTI and that conflicts can be resolved
- a gNB can hold multiple Local gNB IDs
With the proposed solutions, it is very easy, for a selected gNB, to modify the maximum number of supported Inactive UE Context. In particular, with the proposed solution comprising multiple Local gNB ID per gNB (Solution 1), this can be done with no configuration effort and no service interruption, keeping the same structure and properties of the I-RNTI.

We also show that signalling burden with the proposed solutions is very low.


2.2. Solution 1: Multiple Local gNB IDs per NG-RAN node
In this approach, the I-RNTI structure is fixed as follows:
· a UE Context Identifier encoded with fixed number of bits, for all nodes in the network (e.g. 10 bits)
· a Local gNB ID encoded with the remaining (fixed) bits, for all nodes in the network
For example, for a full I-RNTI of 40 bits, 10 bits are used to encode the UE context, and the remaining 30 bits are used to encode a Local gNB ID (10/30 split).
In principle, we are open to consider different splits of bits for the case full I-RNTI vs short I-RNTI. 
To really enable a zero-configuration solution, the length in bits for encoding a Local gNB ID (or equivalently for a UE Context Identifier) we support the option where this is fixed by 3GPP.
Depending on the number of Inactive UE contexts that an NG-RAN node is serving, or it needs to serve, the NG-RAN node can assign to itself one or more Local gNB ID.

A Local gNB ID is assigned randomly.

For example, at initial deployment, an NG-RAN node allocates one Local gNB ID. If 10 bits are used for UE Context (e.g. a 10/30 split for full I-RNTI), the node supports a maximum of 2^10=1024 Inactive UE contexts. When the same NG-RAN node needs to store more Inactive UE Contexts, it can assign to itself a new Local gNB ID in addition to the first one. By doing so, the NG-RAN node would increase the capacity of supported Inactive UE Contexts to 2*2^10=2048. Similarly, a third, fourth, … Local gNB ID can be selected by the NG-RAN node, to scale its capacity in terms of maximum number of Inactive UE contexts.

When a Local gNB ID is no longer used by any Inactive UE context stored in the node, the Local gNB ID can be released.
When a Local gNB ID is taken in use or its use is revoked, the NG-RAN node sends this information to the neighbor nodes via Xn signalling.

The solution has many advantages:
· does not depend on network deployment. All NG-RAN nodes adopt the same mechanism, i.e. there is no node specific configuration with respect to capacity (e.g. different Local gNB ID length for a macro node or a pico node)
· it scales with the number of Inactive users. If an operator wants to make heavy use of the RRC_INACTIVE state, the solution automatically adapts to it.
· supports inter-vendor inter-operability and RAN sharing
· it is a zero-configuration solution (assuming that Local gNB ID length is fixed by 3GPP).
· The solution has limited impact on signaling
· The solution has limited number of conflicts
· The solution converges in situations of conflict

To show that the proposed solution has a limited impact on Xn signaling, low number of conflicts and the capacity to resolve such conflicts, some simulation results are presented.

For the simulations, we have considered a worst-case setup, with the following conditions:
· An extreme assumption that Xn connectivity is available among 100000 NG-RAN nodes (full mesh). Namely, under this assumption any NG-RAN node selecting a Local gNB ID could lead to a conflict with any of the other 99999 NG-RAN nodes connected to it via Xn.
· Each node selects a Local gNB ID completely randomly. With this assumption, we have removed the condition where, in a real deployment, Local gNB IDs can be exchanged between neighbors, and a gNB assigning to itself a Local gNB ID, could actually discard already known Local gNB IDs picked by its neighbors. In other words, even if a gNB is informed of Local gNB IDs of its neighbours, it can still select a Local gNB ID that conflicts with its neighbours. It is evident that this condition is an extreme “worst-case” and that it will not occur in real deployments.
· All gNBs are assumed to know from “time 0” what is the maximum number of Inactive UE contexts they will need to serve. This condition implies that, already from the start, a gNB would allocates to itself the maximum number of Local gNB IDs, and the possibility of conflicts is maximized. This is also a worst-case condition, as in normal conditions a gNB can learn with time what is the maximum number of Inactive UEs that it needs to support. 

The simulation details are:
· I-RNTI is 40 bits long, with 10 bits assigned to UE Context identification and 30 bits assigned to the Local gNB ID, i.e. 2^30=1 073 741 824 possible Local gNB ID values
· Number of nodes interconnected via Xn: 100 000.
· Maximum number of RRC Inactive UEs per NG-RAN node follows a Uniform Distribution, from 0 to 1000000 (i.e. an NG-RAN node has equal probability for needing to support a maximum number of inactive UE contexts from 0 to 1000000)
· Each NG-RAN node selects one or more Local gNB ID, depending on the maximum number of RRC Inactive UEs that the NG-RAN node needs to serve

With these assumptions, we have:
· In a network with no user:
· Local gNB IDs available (not allocated by any gNB): 2^30 – 100 000 = 1 073 641 824 values
· Percentage of allocated Local gNB IDs (to at least one gNB): 0.009% (100*100000/1073741824)
· In a network with Inactive user:
· Allocated Local gNB IDs: 977700000 (9.77*10^7)
· Percentage of allocated Local gNB IDs: 9.099% (100*97700000/1073641824)

The plot below shows a mean value for the number of conflicts (averaged from results collected from 50 simulations) normalized to the number of NG-RAN nodes.
The horizontal axe represents the number of iterations, where: iteration 0 corresponds to the initial deployment, iteration 1 corresponds to the first attempt to solve a conflict), iteration 2 is the second attempt and so on.
During an iteration a NG-RAN node checks its Local gNB ID with the Local gNB IDs received from neighbour nodes. If a conflict is found, the NG-RAN node replaces the Local gNB ID with a new Local gNB ID. 
The plot clearly shows a rapid decrease in number of conflicts per node with the number of iterations, and the network reaches a state of convergence with no conflicts (i.e. a unique set of Local gNB IDs) after a very low number of iterations.
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Total expected amount of conflicts per node until convergence is: 43.13 + 3.83 + 0.35+ 0.03 = 47.34
Number of Xn messages per iteration and per Xn instance for each attempt to solve a conflict: 2 (1 message to change the sender’s Local gNB IDs in conflict + 1 ack message)
Maximum Xn message size increase: 30*43 bits = 60*43 bits = 1290 bit = 162 Bytes + Xn message common part
Maximum Xn message size increase: 30 bits (Local gNB ID) * 47.34 (Number of Conflicts) = 1420 bits = 178 B
Considerations on expected impact in Xn signaling due to exchange of Local gNB IDs: 
· It is reasonable to assume that the need for an gNB to change its maximum number of supported Inactive UEs Context is a slow process, e.g. occurring over a time interval of minutes (if not hours or more). In other words, the process to allocate/deallocate and exchange Local gNB IDs over Xn is a slow process
· Therefore, the signaling generated to resolve the conflicts is spread over a long time window, and the expected signal intensity is low. 
· In case of conflict detection, if a node decides to resolve it, the number of iterations required is very low, and consequently, the expected impact over Xn is also very limited.

2.3. Solution 2: One Local gNB ID per NG-RAN node
In this approach, we propose the following I-RNTI structure:
· a fixed number of bits is used, for all nodes in the network, to encode an I-RNTI profile identifier
· One Local gNB ID is assigned per NG-RAN node
· For each I-RNTI profile identifier, a fixed number of bits is used to encode a Local gNB ID
· For each I-RNTI profile identifier, a fixed number of bits is used to encode a UE Context Identifier

The I-RNTI profile identifiers would be standardized. Each NG-RAN node would be assigned one I-RNTI profile identifier. 
The I-RNTI profile identifier is signaled between NG-RAN nodes to identify the split in bits between the Local gNB ID and the UE context Identifier supported by the node. This classification can be valid regardless of inter-vendor scenarios, network sharing, geographical location, etc. Support for interoperability is guaranteed using a standardized I-RNTI structure and inter-node signaling.
As in the first solution, a Local gNB ID is selected randomly by each NG-RAN node, hence no configuration of the Local gNB ID is needed.
Compared to the approach described in Solution 1, a minimum configuration is needed. More specifically, a value of the I-RNTI profile identifier needs to be configured for each NG-RAN node. 

An I-RNTI profile identifier identifies a unique split of I-RNTI bits. For example, for a full I-RNTI of 40 bits, I-RNTI profile identifier = “00” implies:  
· Number of bits of the I-RNTI allocated to Local gNB ID = 22; 
· Number of bits of the I-RNTI allocated to UE Context = 16.
An example is shown below, with a 2 bits I-RNTI profile identifier.
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The I-RNTI profile identifier and the Local gNB ID are exchanged between neighbour gNBs.
 

Use of Local gNB ID at resume
At resume, the gNB receiving the I-RNTI from the UE would follow the steps listed below: 
1. reads the I-RNTI profile identifier and understands the I-RNTI structure; 
2. decodes the Local gNB ID; 
3. compares the Local gNB ID within the received I-RNTI with the Local gNB IDs received over Xn and disambiguates the gNB hosting the UE context. 

With the use of a I-RNTI profile it is possible to avoid problems of Local gNB ID confusion due to reuse of the X most significant bits of the I-RNTI.
Example: a gNB1 uses I-RNTI profile “01” and a Local gNB ID of 18 bits, and a gNB2 uses I-RNTI profile “00”, and a Local gNB ID of 22 bits. In this case it is possible for a gNB1 to have a Local gNB ID made of the same 18 MSB of the Local gNB ID of gNB2 with I-RNTI profile “00”. 
There is no confusion, since the two gNBs have different I-RNTI profiles.

gNB1: 
· I-RNTI profile ID = “01” (indicating 18 bits of Local gNB ID)
· Local gNB ID (18 bits) = 110001010110011011
· UE Context ID = 1111111111111111111
gNB2:
· I-RNTI profile ID= “00” (Indicating 22 bits of Local gNB ID)
· Local gNB ID (22 bits) = 1100010101100110111111
· UE Context ID = 1111111111111111111


Convergence in case of conflict
To analyze the convergence in case of conflict, if the Local gNB IDs are selected as random values. 
The same worst-case condition as per Solution 1 is used, namely:
· Each node selects the Local gNB ID in a totally random way. Even if the node is informed of the Local gNB IDs of its neighbours, the node can still select a Local gNB ID that conflicts with its neighbours. It is evident that this condition is an extreme “worst-case” and that it will not occur in real deployments.

Using the following simple notation: 
· n: number of nodes, each node selecting its own Local gNB ID
· d: total number of selectable values for a Local gNB ID

and assuming that a conflict can be detected between all nodes, i.e. that we have a full mesh of Xn connectivity, in our previous paper (R3-212310) we have shown that an approximation of the probability that one gNB has conflicts with other nodes is given by Pc = (n-1)/d 
In practice, the probability for conflict is smaller this because one node is aware of the Local gNB IDs received by neighbor nodes via Xn and by that it is possible to exclude the nodes for which the neighbor’s node Local gNB IDs are different than the own Local gNB ID
The probability that there is no conflict is the complementary event, i.e.: Pr = 1 - Pc. 

In the same paper (R3-212310), we have also shown that the expected number of iterations required to solve a conflict for one node is 1/Pr = d/(d-n+1). For d>>n we see that the expected number of iterations is close to 1. 

For example, if we select d=10*n and n >> 1 we get that the number of expected iterations required by each node to resolve conflicts is = 10*n/(9*n+1) ≈ 10*n/9*n ≈ 10/9=1.11. 

Considering the simplifications made in the calculations this is a pessimistic estimate, but it does however show that the convergence is fast and comes with a low, and possibly not significant, signaling impact.

The figure below shows an example of the number of iterations for conflict resolution per node considering four I-RNTI profiles.
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It should be noted that the assumption made in the calculations of number of conflicts is that n > d. For this reason, the curves in the figure do not continue when n < d.


Conclusions
We have presented two possible solutions for a standardized I-RNTI to be signaled between NG-RAN nodes.

In the first option, one NG-RAN node can select as many Local gNB IDs as needed according to maximum number of Inactive UE Contexts to support. 
In the second option, one NG-RAN node belongs to a specific group, according to a configured I-RNTI profile identifier. The Local gNB ID is signaled to neighbor NG-RAN nodes.

The first solution would be preferred because it allows to handle all the NG-RAN nodes in the same way and offers better scalability with respect to the maximum number of Inactive UE Contexts to support. At the same time, we’re open to discuss the pros and cons of both solutions.

On the basis of the above, the following proposals are drawn.
Proposal 1: RAN3 to introduce a solution to disambiguate a NG-RAN node from I-RNTI, where:
1) the I-RNTI is encoded as follow: 
a. a fixed number of bits, common for all nodes, to encode a UE Context Identifier
b. a fixed number of bits, common for all nodes, to encode a Local gNB ID
2) A NG-RAN node can allocate multiple Local gNB IDs
3) Local gNB IDs are exchanged between NG-RAN nodes
Proposal 2: As an alternative, RAN3 to introduce a solution to disambiguate a NG-RAN node from an I-RNTI, where:
1) The I-RNTI is encoded as follows
a. A fixed number of bits is used, for all nodes in the network, to encode an I-RNTI profile identifier
b. One Local gNB ID is assigned per NG-RAN node
c. For each I-RNTI profile identifier, a fixed number of bits is used to encode a Local gNB ID
d. For each I-RNTI profile identifier, a fixed number of bits is used to encode a UE Context Identifier
2) Local gNB IDs are exchanged between NG-RAN nodes

A TP for TS 38.300 according to Solution 1 is in Appendix.
A Stage 3 CR for Solution 1 (XnAP) is presented in [1].
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Appendix – TP for TS 38.300


-----------------------------------------------  Start of Changes ---------------------------------------------------------

[bookmark: _Toc46501988][bookmark: _Toc51971336][bookmark: _Toc52551319][bookmark: _Toc60787971]8.2	Network Identities
The following identities are used in NG-RAN for identifying a specific network entity:
-	AMF Name: used to identify an AMF.
-	NR Cell Global Identifier (NCGI): used to identify NR cells globally. The NCGI is constructed from the PLMN identity the cell belongs to and the NR Cell Identity (NCI) of the cell. The PLMN ID included in the NCGI should be the first PLMN ID within the set of PLMN IDs associated to the NR Cell Identity in SIB1, following the order of broadcast.
NOTE 1:	How to manage the scenario where a different PLMN ID has been allocated by the operator for an NCGI is left to OAM and/or implementation.
-	gNB Identifier (gNB ID): used to identify gNBs within a PLMN. The gNB ID is contained within the NCI of its cells.
-	Global gNB ID: used to identify gNBs globally. The Global gNB ID is constructed from the PLMN identity the gNB belongs to and the gNB ID. The MCC and MNC are the same as included in the NCGI.
NOTE 2:	It is not precluded that a cell served by a gNB does not broadcast the PLMN ID included in the Global gNB ID.
-	Tracking Area identity (TAI): used to identify tracking areas. The TAI is constructed from the PLMN identity the tracking area belongs to and the TAC (Tracking Area Code) of the Tracking Area.
-	Single Network Slice Selection Assistance information (S-NSSAI): identifies a network slice.
-	Network Identifier (NID): identifies an SNPN in combination with a PLMN ID.
-	Closed Access Group Identifier: identifies a CAG within a PLMN.
-	Local NG-RAN Node Identifier: used to identify an NG-RAN node within a set of NG-RAN nodes that can interoperate over the Xn-C interface.



-----------------------------------------------  Next Change ---------------------------------------------------------

[bookmark: _Toc20388090][bookmark: _Toc29376172]Annex xx (normative):
Resolve old NG-RAN node from I-RNTI
The I-RNTI provides the new NG-RAN node a reference to the UE context in the old NG-RAN node. 
To support the new NG-RAN node to resolve the old NG-RAN node from the I-RNTI, the new NG-RAN node should include in the first leftmost bits of the I-RNTI a Local NG-RAN Node Identifier as specified in TS 38.423.



-----------------------------------------------  End of Changes --------------------------------------------------------
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