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Introduction
The agreements companies made in RAN3#112_e [1] on the mobility between MBS supporting nodes are shown below:

For multicast, NR MBS shall provide means for minimization of data loss during mobility

These means may be partly network deployment/implementation partly protocol support

For multicast, in order to allow the UE to detect loss of data or duplication of data, RAN3 shall continue discussing solutions to support alignment of PDCP SNs in between gNBs. 

Requirements on “lossless” for handover: To be continued...

Xn Handover Request and NG Handover Request message contain MBS context information for the UE.

MBS context information within the UE context shall contain all MBS multicast session information the UE has joined.

The MBS configuration decided at target gNB is sent to the UE via the source gNB (details e.g. RRC container etc. pending RAN2 progress).

RAN3 will work on concepts to enable coordinated assignment of PDCP SNs to MBS user data packets within a gNB and between gNBs (to be coordinated with RAN2 if needed). Details FFS.
In this contribution, a new network deployment method will be introduced and discussed during this meeting for minimization of data loss during mobility.

Background
As shown in the introduction part, companies have agreed that for multicast, NR MBS shall provide means for minimization of data loss during mobility in last RAN3 meeting. The enhancement can be based on network deployment, network implementation and/or protocol supporting. In this contribution, we prefer to introduce a new network structure which is used to prominently minimize the data loss during handover.

Observation 1: RAN3 has agreed to consider the network deployment enhancement to minimize the MBS data loss during handover.


[image: image1.emf]5GC

NG-RAN  1 NG-RAN  2 NG-RAN  3

M

B

M

S

 

Q

o

S

 

f

l

o

w

(

s

)

S

h

a

r

e

d

 

N

3

 

t

u

n

n

e

l

1

M

B

M

S

 

Q

o

S

 

f

l

o

w

(

s

)

S

h

a

r

e

d  

N

3

 

t

u

n

n

e

l

2

M

B

M

S

 

Q

o

S

 

f

l

o

w

(

s

)

S

h

a

r

e

d

 

N

3

 

t

u

n

n

e

l

3


Figure 1. Current network structure

The figure 1 illustrates the current network deployment. For a certain MBS including one or multiple QoS flow, 5GC (UPF) will establish one shared N3 tunnel with all involved NG-RAN node. Then, a UE camps on a cell belonged to one NG-RAN, when network allows this UE to join a MBS including one or more MBS QoS flows. In this NG-RAN node, if this MBS has been established (i.e. the relevant multicast/shared N3 tunnel is established), 5GC does not need to re-establish the shared N3 tunnel for this UE. But if MBS is not established (i.e. the relevant multicast/shared N3 tunnel is not established), then 5GC will establish the multicast/shared tunnel between 5GC and NG-RAN to transmit MBS user data. 

In this case, when a UE moves from NG-RAN node1 to its neighbor (i.e. NG-RAN node 2), the HO procedure shall be triggered and the UE has to receive MBS user data from shared N3 tunnel 1 to shared N3 tunnel 2. Data loss may be occurred during the path switch processing. Besides, based on the network deployment shown in the figure 1, same user data may be transmitted via different shared N3 tunnels for one MBS. This also leads to low efficiency on the data transmission and low utilization rate on the UP resources.
Observation 2: Based on the current network deployment, data loss may happen during tunnel switch in handover procedure. 

Observation 3: It is low efficiency on the MBS user data transmission that 5GC needs to transmit the same user data to neighbor NG-RAN nodes via different shared N3 tunnels.

Discussion
According to the problems we have previously pointed out in the background part, an enhanced network deployment method which is shown in the figure below can be introduced to significantly relief the data loss issue during the tunnel switch during handover.
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Figure 2. Shared user plan resources between multiple NG-RAN nodes.

In the network deployment shown above, some NG-RAN nodes shared the union user plane resources (e.g. a common user plane resource pool). Hence, only one shared N3 tunnel can be used to handle the MBS user data transmission between 5GC and the NG-RAN nodes which fulfills the same requirement of a certain MBS. In other words, if the handover happens between the NG-RAN nodes which share the same user plan resource, the MBS data may be transmitted to the target node via the same shared N3 tunnel. For example, when a UE moves from NG-RAN node1 to NG-RAN node 2(same case we used in background part), if both of these two nodes fulfills the area criterion of the multicast service, the target node(e.g. NG-RAN node 2) can directly re-use the existing shared N3 tunnel which have been established between the shared CU-UP and 5GC without tunnel switching. 

Observation 4: It is possible to re-use the existing shared N3 tunnel when handover happens between NG-RAN nodes in the RAN node group which shares the CU-UP resources. This can strongly relief the MBS data loss issue during handover. 

Besides the handover case, one shared N3 tunnel can be used to transmit MBS user data to all NG-RAN nodes which fulfills the same requirement of one MBS session in the NG-RAN node group. It is obvious that compared with the current network deployment, the NG-RAN node group which shares the same CU-UP resources has higher efficiency on the multicast user data transportation and spends lower UP resources. 

Observation 5: Multiple qualified NG-RAN nodes which share the CU-UP resources receiving the MBS user data via one shared N3 tunnel can higher the utilization of the CU-UP resources and MBS user data transmission.
Based on the above analyzation, it is beneficial for RAN3 to consider network deployment about the shared union UP resources in a NG-RAN node which can strongly relief the data loss issue during handover in some cases, higher the efficiency of MBS data transmission, and improve the UP resources utilization. Details can be FFS.

Observation 6: In case of common CU-UP deployment, re-using the existing shared N3 tunnel can avoid unnecessary Path switch and data forwarding. 

Proposal 1: RAN3 shall consider the new network deployment about shared CU-UP resources in a NG-RAN node group shown in figure 2 for MBS. Detail can be FFS.

   
Conclusion
We have discussed a network deployment enhancement for minimization of the data loss during mobility resulting in the following observations and proposals: 

Observation 1: RAN3 has agreed to consider the network deployment enhancement to minimize the MBS data loss during handover.

Observation 2: Based on the current network deployment, data loss may happen during tunnel switch in handover procedure. 

Observation 3: It is low efficiency on the MBS user data transmission that 5GC needs to transmit the same user data to neighbor NG-RAN nodes via different shared N3 tunnels.

Observation 4: It is possible to re-use the existing shared N3 tunnel when handover happens between NG-RAN nodes in the RAN node group which shares the CU-UP resources. This can strongly relief the MBS data loss issue during handover. 

Observation 5: Multiple qualified NG-RAN nodes which share the CU-UP resources receiving the MBS user data via one shared N3 tunnel can higher the utilization of the CU-UP resources and MBS user data transmission.
Observation 6: In case of common CU-UP deployment, re-using the existing shared N3 tunnel can avoid unnecessary Path switch and data forwarding. 

Proposal 1: RAN3 shall consider the new network deployment about shared CU-UP resources in a NG-RAN node group shown in figure 2 for MBS. Detail can be FFS.
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