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Introduction

At the latest RAN3#112e meeting,  the following agreements have been captured.
Progress the prioritized use cases on energy saving, load balancing, traffic steering/mobility optimization, i.e. at least by identifying their impact on the specifications, before considering any new use case.

In this contribution, we continue to focus on the use case of AI based load prediction as one part of the load balancing and energy saving, and propose to capture its solution,and standard impacts into the TR37.817[1].
Discussion

Training and Inference in OAM
AI based load prediction we proposed is to predict the traffic load on the days or hours or minutes granularity. Different from the solution to real-time use case (UE trajectory prediction), Model training and Model inference can be both deployed in the OAM for a long-term time scale, e.g., years, months, days, the architecture as shown below. 
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Figure 1.  Model training and Model inference both located in the OAM
Step 1a&1b. NG-RAN node1 and NG-RAN node2 send AI measurement report message to OAM including load prediction required data for model training.
Step 2. Model Training. Required data are leveraged to training ML model for AI-based load prediction.

Step 3a &3b. NG-RAN node1 and NG-RAN node2 send AI measurement report message to OAM including load prediction required data for model inference.

Step 4. Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load,

Predicted load of serving cell and neighbour cells
Step 5. According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization, Mobility Management Optimization, etc.

Above all, there is no standard impact in RAN3 if Model training and Model inference are both located in the OAM.
Observation 1: There is no standard impact in RAN3 if Model training and Model inference are both located in the OAM.

Training in OAM and Inference in NG-RAN node
In addition, for AI-based load prediction, inference stage also can be located in the NG-RAN node in case that the optimization decision should be made according to the short-term predicted load. Therefore, we propose two solutions to the AI-based load prediction which Model inference is deployed at the RAN node. The first one is that Model Training is located in OAM and Model Inference is located in RAN node (Solution #2), while the other one is that Model Training and Model Inference are both located in NG-RAN node (Solution #3). And each solution involves non-split architecture and split architecture.
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Figure 2.  Model Training located in OAM and Model Inference located in RAN node

Step 1a~1c.  NG-RAN node1 initiates AI Function Management procedure to NG-RAN node2 in order to align the corresponding AI functions with each other. 

1a)The NG-RAN node1 sends AI START message towards NG-RAN node2 including AI-based load prediction to be started. 

1b)The NG-RAN node2 replies with AI START ACK message, the messages including AI function objectives started successfully or ML model request. 

1c)If failed, the NG-RAN node2 replies with AI START Failure message with appropriate failure cause.

Step 2. NG-RAN node1 and NG-RAN node2 send AI measurement report message to OAM including load prediction required data for model training.
Step 3. Model Training. Required data are leveraged to training ML model for AI based load prediction.

Step 4. OAM sends ML Model Deployment Message to deploy the trained/updated ML model into the NG-RAN node1 in order to distribute/update the uniform AI training model for AI based load prediction.
Step 5a~5c. NG-RAN node1 initiates AI Measurement Management procedure to NG-RAN node2 in order to collect the needed load related measurements for model inference. 

5a)The NG-RAN node1 sends the AI MEASUREMENT REQUEST message towards NG-RAN node2 including measurement objective, report configuration, report granularity etc. 

5b) NG-RAN node2 replies with AI MEASUREMENT REQUEST ACK message, the message indicates that the requested measurement is successfully initiates.  

5c) If failed, the NG-RAN node2 replies with AI MEASUREMENT REQUEST FAILURE message with appropriate failure cause.

Step 6a. NG-RAN node2 sends AI measurement report message to NG-RAN node1 including load prediction required data for model inference.

Step 6b. NG-RAN node1 obtains its own AI measurement including load prediction required data for model inference.
Step 7.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load,

Predicted load of serving cell and neighbour cells
Step 8. ML Performance feedback. NG-RAN node sends ML performance feedback to OAM including the indication whether ML model performance is good or not.

Step 9. NG-RAN node1 sends load predicted information to NG-RAN node2 via Resource Status Report procedure.

Step 10.According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization.

For the CU/DU split architecture, in the solution #2, OAM is responsible for model training, while CU/DU can execute model inference. The figure below include two options. Option 1 is that model inference is deployed to the gNB-DU, and option 2 is that model inference is deployed to the gNB-CU.
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Figure 3. Load prediction for CU/DU split architecture (Training in OAM)
Step 1a~1c.  gNB-CU initiates AI Function Management procedure to gNB-DU  in order to align the corresponding AI functions with each other. 

1a) gNB-CU sends AI START message towards gNB-DU including AI-based load prediction to be started. 

1b) The gNB-DU  replies with AI START ACK message, the messages including AI function objectives started successfully or ML model request. 

1c) If failed, the gNB-DU replies with AI START Failure message with appropriate failure cause.

Step 2. gNB-CU and gNB-DU send AI measurement report message to OAM including load prediction required data for model training.
Step 3. Model Training. Required data are leveraged to training ML model for AI based load prediction.

Option 1:

Step 4. OAM sends ML Model Deployment Message to deploy the trained/updated ML model into the gNB-CU in order to distribute/update the uniform AI training model for AI based load prediction.

Step 5a~5c. gNB-CU initiates AI Measurement Management procedure to  gNB-DU. 

5a)gNB-CU sends the AI MEASUREMENT REQUEST message towards gNB-DU including measurement objective, report configuration, report granularity etc. 

5b) gNB-DU replies with AI MEASUREMENT REQUEST ACK message, the message indicates that the requested measurement is successfully initiated.  

5c) If failed, gNB-DU replies with AI MEASUREMENT REQUEST FAILURE message with appropriate failure cause.

Step 6. gNB-DU sends AI measurement report message to gNB-CU including  load prediction required data for model inference.

Step 7.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load

Predicted resources status

Target cell

Step 8.  ML Performance feedback. gNB-CU sends ML performance feedback to OAM including the indication whether ML model performance is good or not.

Option 2:
Step 9. OAM sends ML Model Deployment Message to deploy the trained/updated ML model into the gNB-DU in order to distribute/update the uniform AI training model for AI based load prediction.

Step 10.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load

Predicted resources status

Step 11. gNB-DU sends load predicted information to gNG-CU via Resource Status Report procedure.
Step12.  ML Performance feedback. gNB-DU sends ML performance feedback to OAM including the indication whether ML model performance is good or not.

Step 13. According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization.
Proposal 1: Propose to capture the solution above that training in OAM and inference in NG-RAN node involving split and non-split architecture into the TR37.817.
Training and Inference in NG-RAN node
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Figure 4. Model Training and Model Inference both located in RAN node
Step 1a~1c.  NG-RAN node1 initiates AI Function Management procedure to NG-RAN node2  in order to align the corresponding AI functions with each other. 

1a)The NG-RAN node1 sends AI START message towards NG-RAN node2 including AI-based load prediction to be started. 

1b)The NG-RAN node2 replies with AI START ACK message, the messages including AI function objectives started successfully or ML model request. 

1c)If failed, the NG-RAN node2 replies with AI START Failure message with appropriate failure cause.

Step 2a~2c. NG-RAN node1 initiates AI Measurement Management procedure to NG-RAN node2. 

2a)The NG-RAN node1 sends the AI MEASUREMENT REQUEST message towards NG-RAN node2 including measurement objective, report configuration, report granularity etc. 

2b) NG-RAN node2 replies with AI MEASUREMENT REQUEST ACK message, the message indicates that the requested measurement is successfully initiates.  

2c) If failed, the NG-RAN node2 replies with AI MEASUREMENT REQUEST FAILURE message with appropriate failure cause.

Step 3a. NG-RAN node2 sends AI measurement report message to NG-RAN node1 including load prediction required data for model training.

Step 3b. NG-RAN node1 obtains its own AI measurement including load prediction required data for model training.
Step 4. Model training. Required data are leveraged to training ML model for load prediction.

Step 5a~5c.  NG-RAN node1 initiates AI Model Management procedure to NG-RAN node2 in order to distribute/update the uniform AI training model for AI based load prediction.  

5a)The NG-RAN node1 sends the AI MODEL DISTRIBUTION/DEPLOYMENT message towards NG-RAN node2 including Model type, Model graph, Model data. 

5b)The NG-RAN node2 replies with AI MODEL ACK message if successfully.

5c)If failed, the NG-RAN node2 replies with AI MODEL FAILURE message with appropriate failure cause.

Step 6. NG-RAN node1 initiates AI Measurement Management procedure to NG-RAN node2. 
Step 7a. NG-RAN node2 sends AI measurement report message to NG-RAN node1 including  load prediction required data for model inference.

Step 7b. NG-RAN node1 obtains its own AI measurement including load prediction required data for model inference.
Step 8.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load,

Predicted load of serving cell and neighbour cells

Step 9. NG-RAN node1 sends load predicted information to NG-RAN node2 via Resource Status Report procedure.
Step 10. According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization.

For the CU/DU split architecture, CU can be responsible for ML training/inference and executing corresponding load balancing strategies, while DU can be responsible for ML inference. The figure below include two options. Option 1 is that model inference is deployed to the gNB-DU, and option 2 is that model inference is deployed to the gNB-CU.
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Figure 5. Load prediction for CU/DU split architecture (Training in CU)
Step 1a~1c.  gNB-CU initiates AI Function Management procedure to gNB-DU  in order to align the corresponding AI functions with each other. 

1a) gNB-CU sends AI START message towards gNB-DU including AI-based load prediction to be started. 

1b) The gNB-DU  replies with AI START ACK message, the messages including AI function objectives started successfully or ML model request. 

1c) If failed, the gNB-DU replies with AI START Failure message with appropriate failure cause.

Step 2a~2c. gNB-CU initiates AI Measurement Management procedure to  gNB-DU. 

2a)gNB-CU sends the AI MEASUREMENT REQUEST message towards gNB-DU including measurement objective, report configuration, report granularity etc. 

2b) gNB-DU replies with AI MEASUREMENT REQUEST ACK message, the message indicates that the requested measurement is successfully initiated.  

2c) If failed, gNB-DU replies with AI MEASUREMENT REQUEST FAILURE message with appropriate failure cause.

Step 3. gNB-DU sends AI measurement report message to gNB-CU including load prediction required data for model training.

Step 4. Model training. Required data are leveraged to training ML model for load prediction.

Option 1:
Step 5. gNB-CU initiates AI Measurement Management procedure to  gNB-DU. 

Step 6.gNB-DU sends AI measurement report message to gNB-CU including  load prediction required data for model inference.

Step 7.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load

Predicted resources status
Target cell
Option 2:
Step 8a~8c.  gNB-CU initiates AI Model Management procedure to gNB-DU in order to distribute/update the uniform AI training model for AI based load prediction.  

8a) gNB-CU sends the AI MODEL DISTRIBUTION/DEPLOYMENT message towards gNB-DU including Model type, Model graph, Model data. 

8b) gNB-DU replies with AI MODEL ACK message if successfully.

8c)If failed, gNB-DU replies with AI MODEL FAILURE message with appropriate failure cause.

Step 9.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load

Predicted resources status

Step 10. gNB-DU sends load predicted information to gNG-CU via Resource Status Report procedure.
Step 11. According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization.

Proposal 2: Propose to capture the solution above that training and  inference in NG-RAN node involving split and non-split architecture into the TR37.817.
Required data
The following data is required as input data for load prediction.
Historical traffic load of cells;
Historical PDCP Data Volume of cells;
Historical PRB utilization rate of cells;
Historical RRC connection number of cells.
Output data
The output of load prediction contains the following information.

Trends of the traffic load

Predicted load of serving cell and neighbour cells

Target Cell

Standard impact
The corresponding standard impacts of load prediction use case may include:

AI Measurement management procedures over XN/F1 interface in order to report load prediction required data and the corresponding assistance information, e.g, Historical traffic load of cells;
AI function management procedures in order to align the corresponding AI functions over XN/F1 interface.
AI Model management procedures in order to distribute/update the ML model over XN/F1 interface;
The predicted load information is transferred to the neighbour NG-RAN nodes or gNB-CU via Resource Status Report procedure which can be used for subsequent optimization (e.g. energy saving, load balancing)
Proposal 3:RAN3 is kindly asked to discuss potential solution of the AI-based load prediction use case and capture above content into the related TR 37.817. 
The corresponding TP for TR37.817 is provided below.
3. Conclusion

It is proposed to approve the following proposals:

Observation 1: There is no standard impact in RAN3 if Model training and Model inference are both located in the OAM.
Proposal 1: Propose to capture the solution above that training in OAM and inference in NG-RAN node involving split and non-split architecture into the TR37.817.
Proposal 2: Propose to capture the solution above that training and  inference in NG-RAN node involving split and non-split architecture into the TR37.817.
Proposal 3:RAN3 is kindly asked to discuss potential solution of the AI-based load prediction use case and capture above content into the related TR 37.817. 
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5   Use Cases and Solutions for Artificial Intelligence in RAN
5.2
Load Balancing

5.2.1
Use case description
The rapid traffic growth and multiple frequency bands utilized in a commercial network make it challenging to steer the traffic in a balanced distribution. To address the problem, load balancing had been proposed. The objective of load balancing is to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cells or from congested areas of cells, or to offload users from one cell, cell area, carrier or RAT to improve network performance. This can be done by means of optimization of handover parameters and handover actions. The automation of such optimisation can provide high quality user experience, while simultaneously improving the system capacity and also to minimize human intervention in the network management and optimization tasks.
However, the optimization of the load balancing is not an easy task as follows:

Currently the load balancing decisions relying on the current/past-state cell load status are insufficient. The traffic load and resource status of the network changes rapidly, especially in the scenarios with high-mobility and large number of connections, which may lead to ping-pong handover between different cells, cell overload and degradation of user service quality.

It is difficult to guarantee the overall network and service performance when performing load balancing. For the load balancing, the Ues in the congested cell may be offloaded to the target cell, by means of handover procedure or adapting handover configuration. For example, if the Ues with time-varying traffic load are offloaded to the target cell, the target cell may be overloaded with new-arrival heavy traffic. It is difficult to determine whether the service performance after the offloading action meets the desired targets.

To deal with the above issues, solutions based on AI/ML model could be introduced to improve the load balancing performance. Based on collection of various measurements and feedbacks from Ues and network nodes, historical data, etc. ML model based solutions and predicted load could improve load balancing performance, in order to provide higher quality user experience and to improve the system capacity.

5.2.2 Solutions and standard impacts

For AI-based load prediction, inference stage can be located in the NG-RAN node in case that the optimization decision should be made according to the short-term predicted load. Therefore, solutions to the AI-based load prediction below is that Model inference is deployed at the RAN node. The first one is that Model Training is located in OAM and Model Inference is located in RAN node , while the other one is that Model Training and Model Inference are both located in NG-RAN node. And each solution involves non-split architecture and split architecture.
5.2.2.1 Training in OAM and Inference in NG-RAN node
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Figure 5.2.X.2.1-1.  Model Training located in OAM and Model Inference located in RAN node

Step 1a~1c.  NG-RAN node1 initiates AI Function Management procedure to NG-RAN node2 in order to align the corresponding AI functions with each other. 

1a)The NG-RAN node1 sends AI START message towards NG-RAN node2 including AI-based load prediction to be started. 

1b)The NG-RAN node2 replies with AI START ACK message, the messages including AI function objectives started successfully or ML model request. 

1c)If failed, the NG-RAN node2 replies with AI START Failure message with appropriate failure cause.

Step 2. NG-RAN node1 and NG-RAN node2 send AI measurement report message to OAM including load prediction required data for model training.
Step 3. Model Training. Required data are leveraged to training ML model for AI based load prediction.

Step 4. OAM sends ML Model Deployment Message to deploy the trained/updated ML model into the NG-RAN node1 in order to distribute/update the uniform AI training model for AI based load prediction.
Step 5a~5c. NG-RAN node1 initiates AI Measurement Management procedure to NG-RAN node2 in order to collect the needed load related measurements for model inference. 

5a)The NG-RAN node1 sends the AI MEASUREMENT REQUEST message towards NG-RAN node2 including measurement objective, report configuration, report granularity etc. 

5b) NG-RAN node2 replies with AI MEASUREMENT REQUEST ACK message, the message indicates that the requested measurement is successfully initiates.  

5c) If failed, the NG-RAN node2 replies with AI MEASUREMENT REQUEST FAILURE message with appropriate failure cause.

Step 6a. NG-RAN node2 sends AI measurement report message to NG-RAN node1 including load prediction required data for model inference.

Step 6b. NG-RAN node1 obtains its own AI measurement including load prediction required data for model inference.
Step 7.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load,

Predicted load of serving cell and neighbour cells
Step 8. ML Performance feedback. NG-RAN node sends ML performance feedback to OAM including the indication whether ML model performance is good or not.

Step 9. NG-RAN node1 sends load predicted information to NG-RAN node2 via Resource Status Report procedure.

Step 10.According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization.

For the CU/DU split architecture, OAM is responsible for model training, while CU/DU can execute model inference. The figure below include two options. Option 1 is that model inference is deployed to the gNB-DU, and option 2 is that model inference is deployed to the gNB-CU.
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Figure 5.2.X.2.1-2. Load prediction for CU/DU split architecture (Training in OAM)
Step 1a~1c.  gNB-CU initiates AI Function Management procedure to gNB-DU  in order to align the corresponding AI functions with each other. 

1a) gNB-CU sends AI START message towards gNB-DU including AI-based load prediction to be started. 

1b) The gNB-DU  replies with AI START ACK message, the messages including AI function objectives started successfully or ML model request. 

1c) If failed, the gNB-DU replies with AI START Failure message with appropriate failure cause.

Step 2. gNB-CU and gNB-DU send AI measurement report message to OAM including load prediction required data for model training.
Step 3. Model Training. Required data are leveraged to training ML model for AI based load prediction.

Option 1:

Step 4. OAM sends ML Model Deployment Message to deploy the trained/updated ML model into the gNB-CU in order to distribute/update the uniform AI training model for AI based load prediction.

Step 5a~5c. gNB-CU initiates AI Measurement Management procedure to  gNB-DU. 

5a)gNB-CU sends the AI MEASUREMENT REQUEST message towards gNB-DU including measurement objective, report configuration, report granularity etc. 

5b) gNB-DU replies with AI MEASUREMENT REQUEST ACK message, the message indicates that the requested measurement is successfully initiated.  

5c) If failed, gNB-DU replies with AI MEASUREMENT REQUEST FAILURE message with appropriate failure cause.

Step 6. gNB-DU sends AI measurement report message to gNB-CU including  load prediction required data for model inference.

Step 7.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load

Predicted resources status

Target cell

Step 8.  ML Performance feedback. gNB-CU sends ML performance feedback to OAM including the indication whether ML model performance is good or not.

Option 2:
Step 9. OAM sends ML Model Deployment Message to deploy the trained/updated ML model into the gNB-DU in order to distribute/update the uniform AI training model for AI based load prediction.

Step 10.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load

Predicted resources status

Step 11. gNB-DU sends load predicted information to gNG-CU via Resource Status Report procedure.
Step12.  ML Performance feedback. gNB-DU sends ML performance feedback to OAM including the indication whether ML model performance is good or not.

Step 13. According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization.
5.2.2.2 Training and Inference in NG-RAN node
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Figure 5.2.X.2.1-3. Model Training and Model Inference both located in RAN node
Step 1a~1c.  NG-RAN node1 initiates AI Function Management procedure to NG-RAN node2  in order to align the corresponding AI functions with each other. 

1a)The NG-RAN node1 sends AI START message towards NG-RAN node2 including AI-based load prediction to be started. 

1b)The NG-RAN node2 replies with AI START ACK message, the messages including AI function objectives started successfully or ML model request. 

1c)If failed, the NG-RAN node2 replies with AI START Failure message with appropriate failure cause.

Step 2a~2c. NG-RAN node1 initiates AI Measurement Management procedure to NG-RAN node2. 

2a)The NG-RAN node1 sends the AI MEASUREMENT REQUEST message towards NG-RAN node2 including measurement objective, report configuration, report granularity etc. 

2b) NG-RAN node2 replies with AI MEASUREMENT REQUEST ACK message, the message indicates that the requested measurement is successfully initiates.  

2c) If failed, the NG-RAN node2 replies with AI MEASUREMENT REQUEST FAILURE message with appropriate failure cause.

Step 3a. NG-RAN node2 sends AI measurement report message to NG-RAN node1 including load prediction required data for model training.

Step 3b. NG-RAN node1 obtains its own AI measurement including load prediction required data for model training.
Step 4. Model training. Required data are leveraged to training ML model for load prediction.

Step 5a~5c.  NG-RAN node1 initiates AI Model Management procedure to NG-RAN node2 in order to distribute/update the uniform AI training model for AI based load prediction.  

5a)The NG-RAN node1 sends the AI MODEL DISTRIBUTION/DEPLOYMENT message towards NG-RAN node2 including Model type, Model graph, Model data. 

5b)The NG-RAN node2 replies with AI MODEL ACK message if successfully.

5c)If failed, the NG-RAN node2 replies with AI MODEL FAILURE message with appropriate failure cause.

Step 6. NG-RAN node1 initiates AI Measurement Management procedure to NG-RAN node2. 
Step 7a. NG-RAN node2 sends AI measurement report message to NG-RAN node1 including  load prediction required data for model inference.

Step 7b. NG-RAN node1 obtains its own AI measurement including load prediction required data for model inference.
Step 8.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load,

Predicted load of serving cell and neighbour cells

Step 9. NG-RAN node1 sends load predicted information to NG-RAN node2 via Resource Status Report procedure.
Step 10. According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization.

For the CU/DU split architecture, CU can be responsible for ML training/inference and executing corresponding load balancing strategies, while DU can be responsible for ML inference. The figure below includes two options. Option 1 is that model inference is deployed to the gNB-DU, and option 2 is that model inference is deployed to the gNB-CU.
[image: image9.emf]gNB-

CU

4. Model Training

11. Action:

Energy Saving Optimization, Load Balancing Optimization

gNB-DU

AI Function Management

1a. AI START 

1b. AI START ACK

1c. AI START Failure 

AI Measurement Management

2a. AI Measurement request

2b. AI Measurement request ACK

2c. AI Measurement request Failure

3. AI Measurement Report

    (Radio Resource Status)

9. Model Inference:

predicted load, predicted 

resource status

10. Resourece Status Report

(Predicted Load Information)

AI Model Management

8a. AI Model Distribution/Deployment 

8b. AI Model ACK

8c. AI Model Failure 

Opt 2 DU Inference

Opt 1 

C

U Inference

6. AI Measurement Report

    (Radio Resource Status)

5. AI Measurement Management

7. Model Inference:

predicted load, predicted 

resource status, target cell


Figure 5.2.X.2.1-4. Load prediction for CU/DU split architecture (Training in CU)
Step 1a~1c.  gNB-CU initiates AI Function Management procedure to gNB-DU  in order to align the corresponding AI functions with each other. 

1a) gNB-CU sends AI START message towards gNB-DU including AI-based load prediction to be started. 

1b) The gNB-DU  replies with AI START ACK message, the messages including AI function objectives started successfully or ML model request. 

1c) If failed, the gNB-DU replies with AI START Failure message with appropriate failure cause.

Step 2a~2c. gNB-CU initiates AI Measurement Management procedure to  gNB-DU. 

2a)gNB-CU sends the AI MEASUREMENT REQUEST message towards gNB-DU including measurement objective, report configuration, report granularity etc. 

2b) gNB-DU replies with AI MEASUREMENT REQUEST ACK message, the message indicates that the requested measurement is successfully initiated.  

2c) If failed, gNB-DU replies with AI MEASUREMENT REQUEST FAILURE message with appropriate failure cause.

Step 3. gNB-DU sends AI measurement report message to gNB-CU including load prediction required data for model training.

Step 4. Model training. Required data are leveraged to training ML model for load prediction.

Option 1:
Step 5. gNB-CU initiates AI Measurement Management procedure to  gNB-DU. 

Step 6.gNB-DU sends AI measurement report message to gNB-CU including  load prediction required data for model inference.

Step 7.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load

Predicted resources status
Target cell
Option 2:
Step 8a~8c.  gNB-CU initiates AI Model Management procedure to gNB-DU in order to distribute/update the uniform AI training model for AI based load prediction.  

8a) gNB-CU sends the AI MODEL DISTRIBUTION/DEPLOYMENT message towards gNB-DU including Model type, Model graph, Model data. 

8b) gNB-DU replies with AI MODEL ACK message if successfully.

8c)If failed, gNB-DU replies with AI MODEL FAILURE message with appropriate failure cause.

Step 9.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load

Predicted resources status

Step 10. gNB-DU sends load predicted information to gNG-CU via Resource Status Report procedure.
Step 11. According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization.

5.2.2.3 Required data
The following data is required as input data for load prediction.
Historical traffic load of cells;
Historical PDCP Data Volume of cells;
Historical PRB utilization rate of cells;
Historical RRC connection number of cells.
5.2.2.4 Output data
The output of load prediction contains the following information.

Trends of the traffic load

Predicted load of serving cell and neighbour cells\

Target cell

5.2.2.5 Standard impact
The corresponding standard impacts of load prediction use case may include:

AI Measurement management procedures over XN/F1 interface in order to report load prediction required data and the corresponding assistance information, e.g, Historical traffic load of cells;
AI function management procedures in order to align the corresponding AI functions over XN/F1 interface.
AI Model management procedures in order to distribute/update the ML model over XN/F1 interface;
The predicted load information is transferred to the neighbour NG-RAN nodes or gNB-CU via Resource Status Report procedure which can be used for subsequent optimization (e.g. energy saving, load balancing)
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