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1. Introduction
CCO was discussed during RAN3#112. The discussion ended in three open issues that companies are asked to consider. These questions are all related to the role of the nodes and what the role of configuration is in the functionality. In this paper we discuss the three issues and propose how to resolve them. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Background
The three issues identified in RAN3#112 were:
Issue 1: In LTE, it OAM defines a set of alternative coverage configurations to be used for cells served by a node. Does this apply also for NR?
Issue2: If one node modifies the coverage of one or more cells, a neighbor node may also adjust the coverage of one or more cells. Is there any limitations e.g. that the node shall not reduce the aggregated coverage of his served cells? If not, is there any additional configuration from OAM needed to support this or are the involved nodes completely free to adjust (keeping in mind any limitations from Issue 1 above)?
Issue 3: For F1, the CU is providing assistance information to the DU and the DU makes the final decision on which coverage configuration to use (since the DU is the only one who knows the resource situation), but is the CU to be involved by e.g, proposing/deciding coverage configurations to the gNB DU? 

This topic was also discussed in LTE. While we think that we should not necessarily simply copy the LTE solution, we think that some principles that was followed in LTE are important to keep in mind. The first principle is that coverage modifications are a sensitive subject for an operator. Changing the coverage pose the risk of creating coverage holes which have an immediate and negative impact on the end customer. Especially if the coverage problem is reoccurring and happening more frequently in certain locations. 
3. Discussion on the identified issues
3.1 Issue 1- Alternative coverage configurations
The issue identified was:
Issue 1: In LTE, it OAM defines a set of alternative coverage configurations to be used for cells served by a node. Does this apply also for NR?
In LTE, we have the following statement in 36.300:
Each eNB may be configured with alternative coverage configurations and an eNB may autonomously select and switch between these configurations, e.g. using the Active Antenna Systems functions.
The background to this statement is that there was a concern among operators that by allowing the eNB to select coverage configurations without any configuration from OAM would create a risk for coverage holes being introduced. Normally, the detailed configurations are set by using planning tools. Therefore, the solution assumes that the planning tool creates multiple configurations with a predicted coverage.  The reason for all this is that coverage holes has a direct impact on customer satisfaction and Coverage holes are not straightforward to identify and mitigate. 
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Therefore, in LTE, it was agreed that OAM would provide the allowed coverage configurations, and that OAM could create this e.g. by the help of a radio planning tool, thereby reducing the risk for creating coverage holes.
Note also that since this is within a node, the configuration from OAM could allow to e.g. merge/split cells from the same node.
On the other hand, we should probably not exclude that the possibilities for RAN nodes to make this decision has evolved since the last discussion in LTE. We are for example enhancing the SON related reporting and we are talking about using artificial intelligence. Also, there is a possibility that the operator defines different layers, where one layer is used to provide coverage and where another layer may be less sensitive to coverage holes. So it would probably be reasonable to discuss the option of allowing more autonomous decisions in the NG-RAN node, while still allowing the operator have full control about which freedom is allowed in each cell. Possible solutions to allow this could be: 
a) OAM defines alternative coverage configurations and the NG-RAN node is only allowed to choose between these
b) OAM defines alternative coverage configurations and also include a range for how parameters may be adjusted in this coverage configuration
c) As above but OAM also indicates whether NG-RAN node is allowed to choose coverage configuration by himself 
We have a slight preference for option (b) above.
Based on the above discussion, we propose to agree that we should allow OAM to give NG-RAN node more freedom, and we also propose that one specific way to do so is to include ranges of parameters in each alternative coverage configuration. 
[bookmark: _Toc77748609]OAM defines a set of alternative coverage configurations to be used for cells served by a node  but we should increase flexibility of alternative coverage configurations compared to LTE, 
[bookmark: _Toc77748610]We can achieve this flexibility by including an allowed range defining of how NG-RAN node is allowed to modify each coverage configuration.
3.2 Issue 2 – Inter node coverage compensation
The issue identified was:
Issue2: If one node modifies the coverage of one or more cells, a neighbor node may also adjust the coverage of one or more cells. Is there any limitations e.g. that the node shall not reduce the aggregated coverage of his served cells? If not, is there any additional configuration from OAM needed to support this or are the involved nodes completely free to adjust (keeping in mind any limitations from Issue 1 above)?
In the previous section, we discussed the actions within node. But another interesting scenario is the interactions between different nodes. It would for example be possible to make coverage modifications in one node and compensate this with changes in a neighbour node. This would allow for more freedom for the network to adjust to e.g. user distribution (to avoid having users on the cell edge) without being limited to compensating within the same node.
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One first step is to simply include alternative coverage configurations that which extends/reduces the aggregated coverage of cells handled by this node (see figure above). 
But this poses a similar risk that was discussed in in issue1: by changing the coverage we may create coverage holes. This since only the serving node knows the resource situation and can know whether a compensation is possible. So in the example above, if cell 1 reduces the coverage and cell 2 is not able to meet this proposed change, there will be a coverage hole.
If we only use the alternative coverage configurations there is no way to control how the neighbour node compensates for a modified coverage in the neighbour cell. During discussions in LTE, there where proposals trying to describe the coverage configuration in terms of coverage change, i.e. to indicate how much bigger the cell becomes. This was however ruled out since it was seen impossible to characterize how modifications in one node would impact the coverage in the border area to a neighbour node. Hence, the coverage configuration that is signalled between nodes does not really indicate the nature of the change, but just provides and index to the configuration that is used. This means that without any additional configuration from OAM, it would be a quite big task iterating all possible coverage configurations to identify the one that is most suitable for a specific configuration in the neighbour node. We do however not exclude that this would be possible in the future, but we think that we should also not exclude the possibility that OAM provides this information.
If we take the example above into account, instead of just configuring each node with the alternative coverage configurations, we would propose to also indicate a set of suitable coverage combinations.
For the example above, the configuration may look something like this:
Cell 1
AltCovConf
>Conf1
>Conf2
SuitCovComb
>Cell1/Conf1 – Cell2/Conf2
>Cell/Conf2 – Cell2/conf2
Cell 2
AltCovConf
>Conf1
>Conf2
SuitCovComb
>Cell1/Conf1 – Cell2/Conf2
>Cell/Conf2 – Cell2/conf2

Therefore we would propose to agree that whether a node can compensate for another node or not depends on the details of the alternative coverage configurations. We also propose that OAM can give an indication on suitable coverage combinations with neighbour cells. This indication could be binding (the node shall blindly follow this) or used as an indication to help the nodes quicker achieving the most optimal solution. This would allow for a more centrally controlled coverage modification where OAM and radio planning tools are involved to identify suitable configurations as well an enabling a more distributed scheme where we give more freedom to the NG-RAN node and advanced implementations to optimize the coverage. 
[bookmark: _Toc77748611]OAM may provide a binding or informative list of suitable coverage combinations to be used with coverage configurations of cells in neighbour nodes.
3.3 Issue 3 – CU/DU functionality split
The issue identified was:
Issue 3: For F1, the CU is providing assistance information to the DU and the DU makes the final decision on which coverage configuration to use (since the DU is the only one who knows the resource situation), but is the CU to be involved by e.g, proposing/deciding coverage configurations to the gNB DU? 
In the previous discussions, we have mainly discussed the aggregated case, where the communication is on peer-to-peer basis. This approach could also be used for gNB-DUs. So the principles of configuration discussed above could apply, i.e. that the gNB-DU would be configured by OAM as outlined above with the alternative coverage configurations and the suitable coverage combinations.
But when we consider CU/DU split, the situation is slightly different. The gNB-CU is managing a set of gNB-DU. The gNB-CU has a lot of knowledge about the problems occurring since he is managing the RRC (e.g. receives UE measurements) and will receive all failure event reports. The gNB-CU is also aware about the load situation in each cell. Therefore, we think the gNB-CU could play a different role especially when it comes to selecting suitable coverage combinations. As the central entity, the gNB-CU would have a more global view and could suggest to reconfigure multiple gNB-DU at once. 
Hence the general idea would be that gNB-DU is configured with the alternative coverage configurations and the gNB-CU is configured with the suitable coverage combinations as illustrated below:
gNB-DU1
Cell 1
AltCovConf
>Conf1
>Conf2
gNB-DU2
Cell 2
AltCovConf
>Conf1
>Conf2
gNB-CU
SuitCovComb
>Cell1/Conf1 – Cell2/Conf2
>Cell/Conf2 – Cell2/conf2
AltCovConf
>Conf1
>Conf2
SuitCovComb
>Cell1/Conf1 – Cell2/Conf2
>Cell/Conf2 – Cell2/conf2

Similar to what was discussed above, this suitable coverage combinations could be binding or informative, i.e. the gNB-CU is either bound to use only these combinations or is free to use any but may use these as a starting point. 
Based on the above discussion, we propose that for the CU/DU split, the gNB-CU is configured with the suitable coverage combinations and the gNB-DU is configured with the alternative coverage configurations and that we introduce signalling to support gNB-CU sending proposed coverage configurations to the gNB-DU.
[bookmark: _Toc77748612][bookmark: _Toc423019661][bookmark: _Toc423019946][bookmark: _Toc423020275][bookmark: _Toc423020292][bookmark: _Toc423020300]gNB-DU is configured with the alternative coverage configurations
[bookmark: _Toc77748613]gNB-CU may be configured with the suitable coverage combinations
[bookmark: _Toc77748614]gNB-CU is providing assistance information to the gNB-DU describing the nature of the issue
[bookmark: _Toc77748615]gNB-CU is sending set of proposed coverage configurations to the gNB-DU
3.4 Stability of the system
We have agreed that it is always up to the gNB-DU to decide whether a configuration is possible to apply. This since it is only the gNB-DU that knows the resources available. The same problem would apply for coverage compensation case between aggregated gNB, where only the node handling the cell would know the resource situation. 
One problem with allowing this kind of distributed final decisions for coverage compensation and at the same time controlling the suitable coverage configurations between nodes to avoid coverage holes is that we may end up in scenarios where one node wants to perform a change but the required compensation is not possible in the neighbour node. 
Some typical solutions in RAN3 for this kind of situation would be to introduce some form of negotiation prior to the change, or by exchanging a model of resource availability between nodes to increase the knowledge in the initiating node. This would however introduce more complexity and may lead to discussion regarding "which node would decide" or "which node needs this change the most". 
Instead, we would propose to keep the solution as simple s as possible:
· One node (gNB or gNB-CU) initiate the change. 
· Each involved node (gNB/gNB-CU) checks whether he can meet this proposed change, and acknowledges his corresponding change
· If one involved node is not able to perform the change, 
· this is indicated to the initiating node
· The initiating node reverts back to previous configuration and informs neighbours which then all follows
[bookmark: _Toc77748616]If coverage compensation is allowed and is to be strictly controlled by OAM, a simple solution is proposed where the initiating node propose a change and reverts back in case all involved nodes are not able to meet the proposed change.
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Based on the discussion in this paper, we propose the following:
Proposal 1:	OAM defines a set of alternative coverage configurations to be used for cells served by a node  but we should increase flexibility of alternative coverage configurations compared to LTE,
Proposal 2:	We can achieve this flexibility by including an allowed range defining of how NG-RAN node is allowed to modify each coverage configuration.
Proposal 3:	OAM may provide a binding or informative list of suitable coverage combinations to be used with coverage configurations of cells in neighbour nodes.
Proposal 4:	gNB-DU is configured with the alternative coverage configurations
Proposal 5:	gNB-CU may be configured with the suitable coverage combinations
Proposal 6:	gNB-CU is providing assistance information to the gNB-DU describing the nature of the issue
Proposal 7:	gNB-CU is sending set of proposed coverage configurations to the gNB-DU
Proposal 8:	If coverage compensation is allowed and is to be strictly controlled by OAM, a simple solution is proposed where the initiating node propose a change and reverts back in case all involved nodes are not able to meet the proposed change.
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The purpose of the gNB-CU Configuration Update procedure is to update application level configuration data needed for the gNB-DU and gNB-CU to interoperate correctly on the F1 interface. This procedure does not affect existing UE-related contexts, if any. The procedure uses non-UE associated signalling.
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Figure 8.2.5.2-1: gNB-CU Configuration Update procedure: Successful Operation
The gNB-CU initiates the procedure by sending a GNB-CU CONFIGURATION UPDATE message including the appropriate updated configuration data to the gNB-DU. The gNB-DU responds with a GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message to acknowledge that it successfully updated the configuration data. If an information element is not included in the GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall interpret that the corresponding configuration data is not changed and shall continue to operate the F1-C interface with the existing related configuration data.
The updated configuration data shall be stored in the respective node and used as long as there is an operational TNL association or until any further update is performed.
If Cells to be Activated List Item IE is contained in the GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall activate the cell indicated by NR CGI IE and reconfigure the physical cell identity for which the NR PCI IE is included.
If Cells to be Deactivated List Item IE is contained in the GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall deactivate the cell indicated by NR CGI IE.
If Cells to be Activated List Item IE is contained in the GNB-CU CONFIGURATION UPDATE message and the indicated cells are already activated, the gNB-DU shall update the cell information received in Cells to be Activated List Item IE.
If Cells to be Activated List Item IE is included in the GNB-CU CONFIGURATION UPDATE message, and the information for the cell indicated by the NR CGI IE includes the IAB Info IAB-donor-CU IE, the gNB-DU shall, if supported, apply the IAB STC Info IE therein to the indicated cell.
If the gNB-CU System Information IE is contained in the gNB-CU CONFIGURATION UPDATE message, the gNB-DU shall include the Dedicated SI Delivery Needed UE List IE in the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message for UEs that are unable to receive system information from broadcast.
If Dedicated SI Delivery Needed UE List IE is contained in the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message, the gNB-CU should take it into account when informing the UE of the updated system information via the dedicated RRC message.
If the gNB-CU TNL Association To Add List IE is contained in the gNB-CU CONFIGURATION UPDATE message, the gNB-DU shall, if supported, use it to establish the TNL association(s) with the gNB-CU. The gNB-DU shall report to the gNB-CU, in the gNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message, the successful establishment of the TNL association(s) with the gNB-CU as follows:
-	A list of TNL address(es) with which the gNB-DU successfully established the TNL association shall be included in the gNB-CU TNL Association Setup List IE;
-	A list of TNL address(es) with which the gNB-DU failed to establish the TNL association shall be included in the gNB-CU TNL Association Failed To Setup List IE.
If the GNB-CU CONFIGURATION UPDATE message includes gNB-CU TNL Association To Remove List IE, and the Endpoint IP address IE and the Port Number IE for both TNL endpoints of the TNL association(s) are included in the gNB-CU TNL Association To Remove List IE, the gNB-DU shall, if supported, initiate removal of the TNL association(s) indicated by both received TNL endpoints towards the gNB-CU. If the Endpoint IP address IE, or the Endpoint IP address IE and the Port Number IE for one or both of the TNL endpoints is included in the gNB-CU TNL Association To Remove List IE, the gNB-DU shall, if supported, initiate removal of the TNL association(s) indicated by the received endpoint IP address(es).
If the gNB-CU TNL Association To Update List IE is contained in the gNB-CU CONFIGURATION UPDATE message the gNB-DU shall, if supported, overwrite the previously stored information for the related TNL Association(s). 
If in the gNB-CU CONFIGURATION UPDATE message the TNL Association usage IE is included in the gNB-CU TNL Association To Add List IE or the gNB-CU TNL Association To Update List IE, the gNB-DU node shall, if supported, use it as described in TS 38.472 [22].
For NG-RAN, the gNB-CU shall include the gNB-CU System Information IE in the GNB-CU CONFIGURATION UPDATE message. The SIB type to Be Updated List IE shall contain the full list of SIBs to be broadcast.
If Protected E-UTRA Resources List IE is contained in the GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall protect the corresponding resource of the cells indicated by E-UTRA Cells List IE for spectrum sharing between E-UTRA and NR.
If the GNB-CU CONFIGURATION UPDATE message contains the Protected E-UTRA Resource Indication IE, the receiving gNB-DU should forward it to lower layers and use it for cell-level resource coordination. The gNB-DU shall consider the received Protected E-UTRA Resource Indication IE when expressing its desired resource allocation during gNB-DU Resource Coordination procedure. The gNB-DU shall consider the received Protected E-UTRA Resource Indication IE content valid until reception of a new update of the IE for the same gNB-DU.
If Available PLMN List IE, and optionally also Extended Available PLMN List IE, is contained in GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall overwrite the whole available PLMN list and update the corresponding system information. 
If Available SNPN ID List IE is contained in GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall overwrite the whole available SNPN ID list and update the corresponding system information.
If Cells Failed to be Activated Item IE is contained in the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message, the gNB-CU shall consider that the indicated cells are out-of-service as defined in TS 38.401 [4].
If the Neighbour Cell Information List IE is present in the GNB-CU CONFIGURATION UPDATE message, the receiving gNB-DU shall use the received information for Cross Link Interference management and/or NR-DC power coordination. The gNB-DU shall consider the received Neighbour Cell Information List IE content valid until reception of an update of the IE for the same cell(s). If the Intended TDD DL-UL Configuration NR IE is absent from the Neighbour Cell Information List IE, whereas the corresponding NR CGI IE is present, the receiving gNB-DU shall remove the previously stored Neighbour Cell Information IE corresponding to the NR CGI.
If the GNB-CU CONFIGURATION UPDATE message includes Transport Layer Address Info IE, the gNB-DU shall, if supported, take into account for IPSec tunnel establishment.
If the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message includes Transport Layer Address Info IE, the gNB-CU shall, if supported, take into account for IPSec tunnel establishment.
If the GNB-CU CONFIGURATION UPDATE message contains the Uplink BH Non-UP Traffic Mapping IE, the gNB-DU shall, if supported, consider the information therein for mapping of non-UP uplink traffic. 
If the IAB Barred IE is included in the GNB-CU CONFIGURATION UPDATE message, the gNB-DU shall, if supported, consider it as an indication of whether the cell allows IAB-node access or not.
If the GNB-CU CONFIGURATION UPDATE message contains the Recommended Coverage Modification Item IE the gNB-DU shall, if supported, take the included information into account for cell coverage configuration decisions. If the Coverage Issue Information IE is included in the Recommended Coverage Modification List IE, the gNB-DU shall use this to determine the nature of coverage issues. If at least one Cell Modification list IE is included in the Recommended Coverage Modification List IE the gNB-DU shall select one of the proposed coverage configurations in the Cell Coverage Modification List IE in the Recommended Coverage Modification Item IE and include this in the Agreed Coverage Modificaton List IE in the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message. If the Cell Modification list IE is not included in the Recommended Coverage Modification List IE, the gNB-DU may select a new coverage configuration and include this in the Agreed Coverage Modificaton List IE in the GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE message.
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Figure 8.2.5.3-1: gNB-CU Configuration Update: Unsuccessful Operation
If the gNB-DU cannot accept the update, it shall respond with a GNB-CU CONFIGURATION UPDATE FAILURE message and appropriate cause value.
If the GNB-CU CONFIGURATION UPDATE FAILURE message includes the Time To Wait IE, the gNB-CU shall wait at least for the indicated time before reinitiating the GNB-CU CONFIGURATION UPDATE message towards the same gNB-DU.
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Not applicable.
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This message is sent by the gNB-CU to transfer updated information associated to an F1-C interface instance.
NOTE:	If F1-C signalling transport is shared among several F1-C interface instances, this message may transfer updated information associated to several F1-C interface instances.
Direction: gNB-CU  gNB-DU
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	Transaction ID
	M
	
	9.3.1.23
	
	YES
	reject

	Cells to be Activated List
	
	0..1
	
	List of cells to be activated or modified
	YES
	reject

	>Cells to be Activated List Item
	
	1.. <maxCellingNBDU>
	
	
	EACH
	reject

	>> NR CGI
	M
	
	9.3.1.12
	
	-
	

	>> NR PCI 
	O
	
	INTEGER (0..1007)
	Physical Cell ID
	-
	

	>> gNB-CU System Information
	O
	
	9.3.1.42
	RRC container with system information owned by gNB-CU
	YES
	reject

	>>Available PLMN List
	O
	
	9.3.1.65
	
	YES
	ignore

	>>Extended Available PLMN List
	O
	
	9.3.1.76
	This is included if Available PLMN List IE is included and if more than 6 Available PLMNs is to be signalled.
	YES
	ignore

	>>IAB Info IAB-donor-CU
	O
	
	9.3.1.105
	IAB-related configuration sent by the IAB-donor-CU.
	YES
	ignore

	>>Available SNPN ID List
	O
	
	9.3.1.163
	Indicates the available SNPN ID list.
If this IE is included, the content of the Available PLMN List IE and Extended Available PLMN List IE if present in the Cells to be Activated List Item IE is ignored.
	YES
	ignore

	Cells to be Deactivated List
	
	0..1
	
	List of cells to be deactivated
	YES
	reject

	>Cells to be Deactivated List Item
	
	1.. <maxCellingNBDU>
	
	
	EACH
	reject

	>> NR CGI
	M
	
	9.3.1.12
	
	-
	

	gNB-CU TNL Association To Add List 
	
	0..1
	
	
	YES
	ignore

	>gNB-CU TNL Association To Add Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Information
	M
	
	CP Transport Layer Address
9.3.2.4
	Transport Layer Address of the gNB-CU.
	-
	

	>>TNL Association Usage
	M
	
	ENUMERATED (ue, non-ue, both, ...)
	Indicates whether the TNL association is only used for UE-associated signalling, or non-UE-associated signalling, or both. For usage of this IE, refer to TS 38.472 [22].
	-
	

	gNB-CU TNL Association To Remove List 
	
	0..1
	
	
	YES
	ignore

	>gNB-CU TNL Association To Remove Item IEs
	
	1..<maxnoofTNLAssociation>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Address
	M
	
	CP Transport Layer Address
9.3.2.4
	Transport Layer Address of the gNB-CU.
	-
	

	>>TNL Association Transport Layer Address gNB-DU
	O
	
	CP Transport Layer Address
9.3.2.4
	Transport Layer Address of the gNB-DU.
	YES
	reject

	gNB-CU TNL Association To Update List 
	
	0..1
	
	
	YES
	ignore

	>gNB-CU TNL Association To Update Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Address
	M
	
	CP Transport Layer Address
9.3.2.4
	Transport Layer Address of the gNB-CU.
	-
	

	>>TNL Association Usage
	O
	
	ENUMERATED (ue, non-ue, both, ...)
	Indicates whether the TNL association is only used for UE-associated signalling, or non-UE-associated signalling, or both. For usage of this IE, refer to TS 38.472 [22].
	-
	

	Cells to be barred List
	
	0..1
	
	List of cells to be barred.

	YES
	ignore

	>Cells to be barred List Item
	
	1.. <maxCellingNBDU>
	
	
	EACH
	ignore

	>>NR CGI
	M
	
	9.3.1.12
	
	-
	

	>>Cell Barred
	M
	
	ENUMERATED (barred, not-barred, ...)
	
	-
	

	>>IAB Barred
	O
	
	ENUMERATED (barred, not-barred, ...)
	
	-
	

	Protected E-UTRA Resources List
	
	0..1
	
	List of Protected E-UTRA Resources.
	YES
	reject

	>Protected E-UTRA Resources List Item
	
	1.. <maxCellineNB>
	
	
	EACH
	reject

	>>Spectrum Sharing Group ID
	M
	
	INTEGER (1.. maxCellineNB)
	Indicates the E-UTRA cells involved in resource coordination with the NR cells affiliated with the same Spectrum Sharing Group ID.
	-
	

	>> E-UTRA Cells List
	
	1
	
	List of applicable E-UTRA cells. 
	-
	

	>>> E-UTRA Cells List Item
	
	1 .. <maxCellineNB>
	
	
	-
	

	>>>>EUTRA Cell ID
	M
	
	BIT STRING (SIZE(28))
	Indicates the E-UTRAN Cell Global Identifier as defined in subclause 9.2.14 in TS 36.423 [9].
	-
	

	>>>>Served E-UTRA  Cell Information
	M
	
	9.3.1.64
	
	-
	

	Neighbour Cell Information List
	
	0..1
	
	
	YES
	ignore

	>Neighbour Cell Information List Item
	
	1 .. <maxCellingNBDU>
	
	
	EACH
	ignore

	>>NR CGI
	M
	
	9.3.1.12
	
	-
	

	>>Intended TDD DL-UL Configuration
	O
	
	9.3.1.89
	
	-
	

	Transport Layer Address Info
	O
	
	9.3.2.5
	
	YES
	ignore

	Uplink BH Non-UP Traffic Mapping
	O
	
	9.3.1.103
	
	YES
	reject

	Recommended Coverage Modification List
	O
	
	
	
	Yes
	reject



	Range bound
	Explanation

	maxCellingNBDU
	Maximum numbers of cells that can be served by a gNB-DU. Value is 512.

	maxnoofTNLAssociations
	Maximum numbers of TNL Associations between the gNB-CU and the gNB-DU. Value is 32.

	maxCellineNB
	Maximum no. cells that can be served by an eNB. Value is 256.
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9.2.1.11	GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE
This message is sent by a gNB-DU to a gNB-CU to acknowledge update of information associated to an F1-C interface instance.
NOTE:	If F1-C signalling transport is shared among several F1-C interface instance, this message may transfer updated information associated to several F1-C interface instances.
Direction: gNB-DU  gNB-CU
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	Transaction ID
	M
	
	9.3.1.23
	
	YES
	reject

	Cells Failed to be Activated List
	
	0..1
	
	List of cells which are failed to be activated
	YES
	reject

	>Cells Failed to be Activated Item
	
	1.. <maxCellingNBDU>
	
	
	EACH
	reject

	>> NR CGI
	M
	
	9.3.1.12
	
	-
	

	>>Cause
	M
	
	9.3.1.2
	
	-
	

	Criticality Diagnostics
	O
	
	9.3.1.3
	
	YES
	ignore

	gNB-CU TNL Association Setup List 
	
	0..1
	
	
	YES
	ignore

	>gNB-CU TNL Association Setup Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Address
	M
	
	CP Transport Layer Address
9.3.2.4
	Transport Layer Address of the gNB-CU
	-
	

	gNB-CU TNL Association Failed to Setup List
	
	0..1
	
	
	YES
	ignore

	>gNB-CU TNL Association Failed To Setup Item IEs
	
	1..<maxnoofTNLAssociations>
	
	
	EACH
	ignore

	>>TNL Association Transport Layer Address
	M
	
	CP Transport Layer Address
9.3.2.4
	Transport Layer Address of the gNB-CU
	-
	

	>>Cause
	M
	
	9.3.1.2
	
	-
	

	Dedicated SI Delivery Needed UE List
	
	0..1
	
	List of UEs unable to receive system information from broadcast
	YES
	ignore

	>Dedicated SI Delivery Needed UE List
	
	1 .. <maxnoofUEIDs>
	
	
	EACH
	ignore

	>>gNB-CU UE F1AP ID
	M
	
	9.3.1.4
	
	-
	-

	>>NR CGI
	M
	
	9.3.1.12
	
	-
	-

	Transport Layer Address Info
	O
	
	9.3.2.5
	
	YES
	ignore

	Agreed Coverage Modificaton List
	O
	
	9.3.1.z
	
	YES
	reject



	Range bound
	Explanation

	maxCellingNBDU
	Maximum no. cells that can be served by a gNB-DU. Value is 512.

	maxnoofTNLAssociations
	Maximum no. of TNL Associations between the gNB-CU and the gNB-DU. Value is 32.

	maxnoofUEIDs
	Maximum no. of UEs that can be served by a gNB-DU. Value is 65536.
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This IE includes information on detected coverage issues and optional recommended coverage modifications.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Recommended Coverage Modification Item 
	
	0.. <maxConfigItems>
	
	

	>Coverage Issue Information
	O
	
	Coverage Issue Information 9.3.1.y
	

	>Coverage Modification Benefit
	M
	
	INTEGER (0..100, ...)
	Value 100 indicates the maximum benefit.
Value 0 indicates unknown benefit.
Values from 1 to 100 should be calculated on a linear scale

	>Cell Modification list
	
	0..1
	
	

	>>Cell modification Item
	
	1 .. <maxCellingNBDU>
	
	

	>>Cell Identity
	M
	
	Global NG-RAN Cell Identity
9.2.2.27
	NR CGI of the cell to be modified.

	>>Cell Coverage State
	M
	
	INTEGER (0..31, …)
	Value '0' indicates that the cell will be inactivated. Other values Indicates that the cell will be actived and also indicates the coverage configuration of the concerned cell.



	Range bound
	Explanation

	maxConfigItems
	Maximum no. of coverage configuration items. Value is 512.



	Condition
	Explanation

	ifCellDeploymentStatusIndicatorPresent
	This IE shall be present if the Cell Deployment Status Indicator IE is present.



9.3.1.y	Coverage Issue Information
This IE indicates the coverage issue information between a cell in the gNB-DU and neighbour cell(s).
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Coverage Issue Information
	
	
	
	

	>Issue Type
	M
	
	ENUMERATED(weak coverage, coverage hole, overshoot coverage, DL and UL imbalance, ...)
	

	>Issue Description
	
	0..1
	
	

	>>Severity Level
	M
	
	Integer (0..10)
	The value indicates the severity of the problem, where value "10" indicates the highest severity

	>>Involved Cells
	M
	
	Enumerated(cell1only, cell1tocell2, bothcells)
	

	>>Cell1
	M
	
	Global NG-RAN Cell Identity
9.2.2.27
	

	>>SSB Index of Cell1
	O
	
	INTEGER (0..63)
	

	>>Cell2
	C-ifCell2
	
	Global NG-RAN Cell Identity
9.2.2.27
	

	>>SSB Index of Cell2
	O
	
	INTEGER (0..63)
	

	>>Location
	FFS
	
	FFS
	Geographic location, if available from RLF report

	>>Time Stamp
	FFS
	
	FFS
	Time when faliure occurred



	Condition
	Explanation

	ifCell2
	This IE shall be present if the Involved Cells IE is set to value "cell1tocell2" or "bothCells".



9.3.1.z	Agreed Coverage Modification List
This IE indicates the list of agreed coverage modification information from the gNB-DU.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Cell Modification list
	
	1
	
	

	>Cell modification Item
	
	1 .. <maxCellingNBDU>
	
	

	>Cell Identity
	M
	
	Global NG-RAN Cell Identity
9.2.2.27
	NR CGI of the cell to be modified.

	>Cell Coverage State
	M
	
	INTEGER (0..31, …)
	Value '0' indicates that the cell will be inactivated. Other values Indicates that the cell will be actived and also indicates the coverage configuration of the concerned cell.



	Range bound
	Explanation

	maxConfigItems
	Maximum no. of coverage configuration items. Value is 512.



	Condition
	Explanation

	ifCellDeploymentStatusIndicatorPresent
	This IE shall be present if the Cell Deployment Status Indicator IE is present.
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