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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]A new SI for Rel-17 called “Study on enhancement for data collection for NR and ENDC” was agreed by RAN Plenary with SID in [1] and inputs were discussed in RAN3#110-e - RAN3#112-e meetings. Agreements achieved so far are covered in TR 37.817 [2].
The SI aims to study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and to identify the potential standardization impacts on current NG-RAN nodes and interfaces. RAN intelligence is referring to the use of Artificial Intelligence (AI) / Machine Learning (ML) approaches used to overcome the challenges of consistent optimization of increasing numbers of key performance indicators (KPIs) and data to be analysed. AI/ML is seen as a powerful functionality to help operators to improve network management and user experience, by analysing and autonomously processing the data collected in the network and by the UEs. The application of AI/ML in 5G networks has gained tremendous attention in both academia and industry/standardisation fora (see e.g. [3], [4], and [5]) and has been already considered within 3GPP by WGs SA2 and SA5 (see e.g. [6] - [8]). 
This contribution focuses on open issues for high-level principles for AI/ML-enabled RAN intelligence and the functional framework required for its introduction (e.g. the AI/ML functionality and the input/output of the components for AI/ML-enabled optimization). Furthermore, it includes a TP how to cover those aspects in TR 37.817 taking into account the outcome of discussion at last RAN3 meeting (see [9] and [10]). 
Approaches taken by SA2 for the NWDAF framework can be also transferred to RAN-based data analytics and combined together with the functional framework addressed in TR 37.817 (see [11]). 
2. Discussion
2.1 Outcome of RAN3#112-e meeting on “Functional framework for RAN intelligence”
At last RAN3#112-e meeting, a TP for TR 37.817 was agreed covering the agreements achieved within related e-mail discussion [9]. This TP [10] includes an updated figure of the functional framework under discussion (see Figure 1 below) as well as some explanations for the functional blocks and their interconnections (i.e., inputs/outputs) given in the figure.


Fig. 1: Functional Framework for RAN Intelligence [10]
In the following we will address some of the open topics raised during the e-mail discussion and in the online sessions (see [9] and the RAN3 chairman’s notes, respectively): 
· Continue discussions on Model Performance Feedback (yet marked as FFS) and what such transfer of information should entail and for which purpose. 
· Continue discussion Model Deployment/Update (yet marked as FFS) to identify what information will be transferred, whether this information will need to be standardised and, if not, what are the assumptions on this information.
· [bookmark: _Hlk78813878]Discuss the output from one model as input to another.
In addition, from Deutsche Telekom’s perspective there is a need to further extend the descriptions given to the components in the functional framework in Sec. 4 (General Framework) of TR 37.817 and to align the terms introduced in Sec. 3.1 of TR 37.817 with those descriptions.
[bookmark: _Hlk70322798][bookmark: _Hlk78876977]2.2 Discussion on Model Deployment/Update and Model Performance Feedback
As the functional framework for RAN intelligence depicted in Figure 4.2-1 of current draft of TR 37.817 is used to describe the AI/ML model handling in a generalized way covering both the (initial) offline model training as well as the optional online model training the interconnections Model Deployment/Update from Model Training to Model Inference function and Model Performance Feedback from Model Inference to Model Training function are both needed. If they are finally applied for a solution implementation is dependent on the use case behind and the related AI/ML algorithm(s) adopted.
1) Model Deployment/Update:
· This interconnection is used to deploy a trained and tested model to the Model Inference function located in a logical RAN node in the context of this study. From that perspective it is a mandatory interface. Typically, the initial model training is done in an offline manner using selected test data from the system. This offline training is usually performed outside of the RAN domain (e.g. in the OAM domain) to avoid high processing loads and data storage capacities in RAN nodes. Furthermore, there is also the possibility to update the model used in the Model Inference function or to deploy a new one, if there is further offline training in the Model Training function after initial deployment. Note that this will probably not happen frequently.
· In case of online model training, e.g. using a reinforcement learning approach, an instance of a Model Training function is also deployed in a logical RAN node (maybe co-located to the Model Inference function). Then, the Model Deployment/Update interconnection is used to update the model in the Model Inference function during the model runtime within an optimization loop. Dependent on the learning approach, this may happen within shorter time frames.
2) [bookmark: _Hlk78968026]Model Performance Feedback:
· Generally, this feedback connection is not used to transfer RAN related performance values like KPIs as this requires the involvement of the Actor and related actions triggered by the Model Inference function output. Such feedback is transferred via the Feedback loop from Actor to Data Collection function.
· In case of offline model training the Model Performance Feedback interconnection is only an optional interface and needed only if certain information from Model Inference function is suitable for improvement of the initially trained model. This information could be prediction accuracy or similar statistical data achieved with the model during run time, resulting response time, or processing and memory size/load available/required in Model Inference function.
· For online model training, e.g. using a reinforcement learning approach, information from Model Inference function is fed back to the Model Training function to further improve the model according to adaptation of model-related parameter settings. Such information could be e.g. on prediction accuracy or similar statistical data achieved with the model during run time, on output data drifts, output data quality (granularity/pattern), or output data mismatch.
Both interconnections have to be seen as part of an AI/ML DevOps process, therefore also incorporating OAM functionalities outside of RAN3’s responsibility. Nevertheless, they have to be considered – at least mentioned – in RAN3’s study to get a full picture of the functional framework. Details can be described by SA5 in their specs, but it requires interaction with SA5 to address the full lifecycle management for AI/ML approaches in the RAN.
Interestingly, SA2 addressed such ML model provisioning already in their NWDAF framework: A NWDAF with an Analytics Logical Function (AnLF) can use trained ML model provisioning services from another NWDAF containing a Model Training Logical Function (MTLF) (see [7]). Therefore, RAN3 should discuss if similar functionality should be also provided within the AI/ML framework in the RAN, which functions/interrelations will stay under RAN3’s responsibility and which ones under OAM/SA5 responsibility. 
Proposal 1: Add following statement to the high-level principles in Sec. 4.1 of draft of TR 37.817:
· An AI/ML model used in a Model Inference function instantiated in a logical RAN node has to be initially trained and tested before deployment (typically in an offline manner with test data). Also, a model used initially in the case of online training in a logical RAN node has to be a trained and tested one.  
Proposal 2:  Remove the FFS in Figure 4.2-1 of current draft of TR 37.817 for Model Deployment/Update and Model Performance Feedback.
Proposal 3: Add a description for Model Deployment/Update and Model Performance Feedback to the bullet list in Sec. 4.2 of draft TR 37.817.
Related text proposals can be found in Sec. 5 of present tdoc.
Proposal 4: RAN3 to discuss a LS to SA5 (SA2 in Cc) addressing the handling of AI/ML lifecycle management aspects (e.g. on model offline training, model deployments and updates). 
2.3 Discussion on output from one model as input to another
As stated already in many papers of the AI/ML related literature (see e.g. [4] or NEC’s input from last RAN3 meeting [12]) AI/ML models can be chained in various combinations. This means, models used in the Model Inference function can share inference data with other models and/or use also the output of other Model Inference functions as input data, i.e., as inference data for their own purposes. The application of model chaining is strongly dependent on the use case behind.
To keep the general description of Figure 4.2-1 for the functional framework in TR 37.817 the chaining of models can be represented by a feedback loop of the output of the Model Inference function to the Data Collection function (similar to NEC’s proposal in [12]). In addition, the principle of model chaining should be explained in the bullet list under the figure by a dedicated explanation within Model Inference and/or Output.
Proposal 5:  Add in Figure 4.2-1 of current draft of TR 37.817 a feedback loop from the Output of Model Inference function to the Data collection function.
Proposal 6: Add an explanation for model chaining in the description of Model Inference function and/or Output (not existing yet) to the bullet list in Sec. 4.2 of draft TR 37.817.
Related text proposals can be found in Sec. 5 of present tdoc.
2.4 Discussion on further updates on description of the functional framework in Sec. 4 and alignment of terms in Sec. 3.1 of TR 37.817
From Deutsche Telekom’s perspective, it would be useful to extend the descriptions given to the components in the functional framework in Sec. 4 (General Framework) of TR 37.817. Some of these are already addressed in Sec. 2.2 and Sec. 2.3 of present tdoc. Other issues not yet covered in the description of the functional framework are related e.g. to possible deployment aspects of functions of the framework.
Proposal 7: Extend the descriptions in Sec. 4.2 for the components in the functional framework.
In Sec. 3.1 of draft TR 37.817 some terms are listed based on initial discussion performed in RAN3’s study. In the meantime, similar terms were introduced in the description of the functional framework in Sec. 4 of TR 37.817. To avoid duplicated or non-consistent content it should be sufficient to explain such terms only in Sec. 4.
[bookmark: _Hlk78901487]Proposal 8: Delete terms related to functional framework from Sec. 3.1 of draft TR 37.817 if they are already described in detail in Sec. 4.2. If required, extend the corresponding descriptions in Sec. 4.2 in case of issues covered in terminology in Sec. 3.1 but not yet in Sec 4.2. 
Related text proposals can be found in Sec. 5 of present tdoc.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
Based on the discussion in this paper, we can summarize the observations and proposals as listed in the following:
Proposal 1: Add following statement to the high-level principles in Sec. 4.1 of draft of TR 37.817:
· An AI/ML model used in a Model Inference function instantiated in a logical RAN node has to be initially trained and tested before deployment (typically in an offline manner with test data). Also, a model used initially in the case of online training in a logical RAN node has to be a trained and tested one.  
Proposal 2:  Remove the FFS in Figure 4.2-1 of current draft of TR 37.817 for Model Deployment/Update and Model Performance Feedback.
Proposal 3: Add a description for Model Deployment/Update and Model Performance Feedback to the bullet list in Sec. 4.2 of draft TR 37.817.
Proposal 4: RAN3 to discuss a LS to SA5 (SA2 in Cc) addressing the handling of AI/ML lifecycle management aspects (e.g. on model offline training, model deployments and updates). 
Proposal 5:  Add in Figure 4.2-1 of current draft of TR 37.817 a feedback loop from the Output of Model Inference function to the Data Collection function.
Proposal 6: Add an explanation for model chaining in the description of Model Inference function and/or Output (not existing yet) to the bullet list in Sec. 4.2 of draft TR 37.817.
Proposal 7: Extend the descriptions in Sec. 4.2 for the components in the functional framework.
Proposal 8: Delete terms related to functional framework from Sec. 3.1 of draft TR 37.817 if they are already described in detail in Sec. 4.2. If required, extend the corresponding descriptions in Sec. 4.2 in case of issues covered in Sec. 3.1 but not yet in Sec 4.2. 
A TP covering the proposed changes in draft TR 37.817 is given in Sec. 5 of present tdoc.
4. Reference
[1] [bookmark: _Ref46252646][bookmark: _Ref45529722]3GPP RP-201620: SID “Study on enhancement for data collection for NR and ENDC”.
[2] [bookmark: _Ref69120433][bookmark: _Ref69140480][bookmark: _Ref53391677][bookmark: _Ref45705004]TR 37.817: Evolved Universal Terrestrial Radio Access (E-UTRA) and NR; Study on enhancement for Data Collection for NR and EN-DC; Rel-17, V0.1.0.
[3] [bookmark: _Ref69120891]ITU-T Focus Group on Machine Learning for Future Networks including 5G; see https://www.itu.int/en/ITU-T/focusgroups/ml5g/Pages/default.aspx.  
[4] [bookmark: _Ref53391683][bookmark: _Ref78893986]O-RAN Alliance: TR O-RAN AI/ML Workflow Description and Requirements Version 01.02 - March 2021; see https://www.o-ran.org/specifications. 
[5] [bookmark: _Ref53733386]ETSI Experiential Networked Intelligence (ENI); see https://www.etsi.org/technologies/experiential-networked-intelligence. 
[6] [bookmark: _Ref69121402][bookmark: _Ref69121310][bookmark: _Ref69140534][bookmark: _Ref53400289]3GPP TS 23.501: System architecture for the 5G System (5GS); Rel-17, v17.1.1.
[7] [bookmark: _Ref53400295][bookmark: _Ref53733349]3GPP TS 23.288: Architecture enhancements for 5G System (5GS) to support network data analytics services; Rel-17, v17.1.0.
[8] [bookmark: _Ref53400817][bookmark: _Ref53733326]3GPP TR 28.809: Management and orchestration; Study on enhancement of Management Data Analytics (MDA); Rel-17, v17.0.0.
[9] [bookmark: _Ref78812266][bookmark: _GoBack]3GPP R3-212688: SoD Data Collection Principles and Framework; Ericsson (moderator), RAN3#112-e.
[10] [bookmark: _Ref78812271]3GPP R3-212978: Framework for RAN intelligence; Ericsson, RAN3#112-e.
[11] [bookmark: _Ref78893993][bookmark: _Ref79079009]3GPP R3-213373: AI/ML Architecture; Qualcomm Incorporated, Deutsche Telekom, RAN3#113-e.
[12] [bookmark: _Ref79079119]3GPP R3-211681: Discussion on open issues in section 4.2 Functional Framework; NEC, RAN3#112-e.
5. TP for TR 37.817
…
3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
· Data collection: Data collected from the network nodes, management entity or UE, as a basis for ML model training, data analytics and inference.
· AI/ML Model: A data driven algorithm by applying artificial intelligence / machine learning techniques that generates a set of outputs consisting of predicted information, based on a set of inputs. 
· ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference.
· ML Inference: A process of using a trained ML model to make a prediction or guide the decision based on collected data and ML model.
…
[bookmark: _Toc55814331]4	General Framework
Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)
[bookmark: _Toc55814332]4.1	High-level Principles 
The following high- level principles should be applied for AI-enabled RAN intelligence:
· The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
· The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
· The input/output and the location of Model Iinference function should be studied case by case.
· RAN3 should focus on the analysis of data needed at the Model Ttraining function from external functions, while the aspects of how the Model tTraining function uses inputs to train a model are out of RAN3 scope.
· An AI/ML model used in a Model Inference function instantiated in a logical RAN node has to be initially trained and tested before deployment (typically in an offline manner with test data). Also, a model used initially in the case of online training in a logical RAN node has to be a trained and tested one.  
· The Model Ttraining and Model Iinference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the algorithm.   
· The Model Iinference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the output from model inference.  
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.

4.2	Functional Framework
Editor’s Note: Data Preparation aspects may be further refined



Figure 4.2-1: Functional Framework for RAN Intelligence
This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1.
· Data Collection is a function that provides input data to Model Ttraining and Model Iinference functions. AI/ML algorithm specific pre-processing of data is not carried out in the Data Collection function.  
Examples of input data to Data Collection function may include measurements from UEs or different network entities, performance feedback, outputs of Model Inference functionAI/ML model output.
Instances of the Data Collection function may be hosted in different elements of the 5GS domains, like RAN, CN, OAM, or in UEs.
· Training Data: information needed for the AI/ML Mmodel Ttraining function.
· Inference Data: information needed as an input for the AI/ML Model Iinference function to provide a corresponding output.
· Model Training is a function that performs the training of thean AI/ML model. The training is done via an online or offline process by learning features and patterns that best present data and get the trained ML model for inference. Those approaches can be differentiated e.g. according to supervised and unsupervised learning as well as to reinforcement learning (important for online training). The offline training is typically used for initial ML model training. 
In view of deployment aspects, instances of online and offline Model Training functions may run in different hosts of the network. For offline training the function should be typically hosted in the OAM domain, whereas online training may be hosted in logical RAN nodes (e.g. co-located with the Model Inference function) or OAM, dependent on the use case behind.
The Model Ttraining function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data) based on Training Data delivered by a Data Collection function, if required. 
· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions) based on trained AI/ML model and Inference Data delivered by a Data Collection function. The Model Iinference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data), if required. 
Separately trained AI/ML models can also be chained together in a pipeline during inference. In this case the output of a Model Inference function is fed back to a Data Collection function where it can be applied as input for another Model Inference function.
In the context of this study Model Inference functions may be hosted in different logical nodes of the RAN dependent on the needs of the use case considered.
· Model Deployment/Update: Mandatory interface for transferring offline trained models or models updated during online training from Model Training function to Model Inference function. 
· Note: The interface needed to exchange information on Model Deployment/Update is an OAM-related interface and should therefore be under responsibility of SA5. It is shown in Figure 4.2-1 to have a complete picture of the lifecycle management for AI/ML model usage in the RAN.
· Model Performance Feedback: Optional interface in the case of offline training for providing information, if required, from Model Inference function to Model Training function. This information can be used to improve the initially trained model and could cover prediction accuracy or similar statistical data achieved with the model during run time, resulting response time, or processing and memory size/load available/required in Model Inference function.
In case of online training, e.g. using a reinforcement learning approach, information from Model Inference function is fed back to Model Training function to further improve the model according to adaptation of model-related parameter settings. Such information could be e.g. on prediction accuracy or similar statistical data achieved with the model during run time, on output data drifts, output data quality (granularity/pattern), or output data mismatch.
· Note: The interface needed to exchange information on Model Performance Feedback is an OAM-related interface and should therefore be under responsibility of SA5. It is shown in Figure 4.2-1 to have a complete picture of the lifecycle management for AI/ML model usage in the RAN.
· Output: Results of data analytics process performed in a Model Inference function. Dependent on the use case under consideration, this information may cover e.g. prediction values, optionally together with prediction accuracy and validity time, or decisions/directives for the connected Actor function.
· Actor is a function located in a logical RAN node in the context of this study. that It receives the output from the Model Inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities, e.g. to other logical RAN nodes, the 5GC or UEs, or to itself.
· Feedback: Information that may be needed to derive training or inference data or cover performance feedback related to use case specific KPIs within the AI/ML-based optimization process. 
How many instantiations of the different functions shown in Figure 4.2-1 are used and in which logical nodes of the different 5GS domains (especially in the RAN for the present study) they are deployed and how they are interconnected is up to the use cases they are intended for, i.e., the depicted functional framework is not setting any limitations for possible implementations. 
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