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…
- Chair: 
consensus to support migration of co-located IAB-DU after migration of the top-level migrating IAB-MT? If no consensus, how to take into account the observations in co-signed paper?
configuration (e.g. PCI, UP, …) after migration? OAM? …
Need “pragmatic” WF
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Relevant contributions:
[1] R3-211724 IAB Inter-donor Topology Adaptation (Ericsson)
[2] R3-211739 Inter-donor Topology Adaptation Procedures (Qualcomm Incorporated)
[3] R3-211891 discussion on Inter-Donor IAB Node Migration (Nokia, Nokia Shanghai Bell)
[4] R3-211939 Discussion on terminating point for inter-donor IAB node migration procedure (Samsung, Qualcomm, Fujitsu, Google, ZTE, AT&T, Verizon)
[5] R3-212653 Response to R3-211939 on the terminating point for inter-donor IAB node migration procedure (Qualcomm, Samsung, Google, Fujitsu)
[6] R3-211940 Discussion on inter-donor IAB node migration procedure for Rel-17 eIAB (Samsung)
[7] R3-212037 Further considerations on inter-donor migration (ZTE)
[8] R3-212046 Discussion on inter-donor IAB migration (Fujitsu)
[9] R3-212122 Considerations on inter-donor IAB migration (KDDI Corporation)
[10] R3-212164 Remaining issues for IAB inter-donor migration (Lenovo, Motorola Mobility)
[11] R3-212249 Implications of inter-donor IAB migration (InterDigital)
[12] R3-212413 IAB topology update procedure (Huawei)
 
This e-mail discussion is divided into two phases:
· Phase I: View collection 
Deadline: Thursday, May 20th, 2021, 12:0023:59 UTC. 
· Phase II: TBD
For the Chairman’s Notes
[bookmark: _GoBack]Proposal 1: To carry out discussion of Full Migration, the following two implementations for two logical IAB-DUs at the boundary IAB node are assumed:
1. Implementation 1: the two logical DUs use separate air interface resources 
1. Implementation 2: the two logical DUs share the same air interface resources 
Proposal 2: Endorse BL CR to TS38.401 in R3-212886
Proposal 3: Agree LS to RAN2 in R3-212880
Discussed proposals during online discussion (May 24th, 2021)
Proposal 1-1: RAN3 agrees the following terminologies and definitions:
· Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent node. 
· Partial Migration: the boundary IAB-MT is migrated to the 2nd IAB-donor-CU, while the boundary IAB-DU and descendant IAB node(s) (if any) are terminated to the 1st IAB-donor-CU.
· Full Migration: the boundary IAB node and the descendant IAB node(s) (if any) are migrated to the 2nd IAB-donor-CU from 1st IAB-donor-CU. 

Proposal 2-1: To determine whether it is necessary to support Full Migration, the technical discussion should be performed starting from the concept of two logical IAB-DUs at the boundary IAB node, and include at least the following issues:
· Service interruption reduction
· The support of two logical IAB-DUs
· F1 setup procedure
· Cell switching
· Signalling storm
· Any other issues to consult with other WGs, e.g. Issues of simultaneously active IAB-DUs, etc.

Proposal 3-3a: for IP address assignment of boundary IAB node (outer IP address assignment for IPSec tunnel mode) during inter-donor migration procedure (regardless of Partial migration and Full migration)
· IP address request via RRC container relies on RAN2 inputs
· The new IP address(es) should be explicitly provided to the source donor CU for IPSec transport mode and non-IPSec case. 
· FFS on which signalling is used (Handover Request ACK message vs. GNB-DU CONFIGURATION UPDATE message)
· FFS on whether it is applied for IPSec tunnel mode 
· FFS on providing the correspondence of IP address update
· FFS on updating IP address of source IAB donor CU
Proposal 3-3b: FFS on the IP address assignment of descendant node (outer IP address assignment for IPSec tunnel mode) during inter-donor migration procedure (regardless of Partial migration and Full migration)
Proposal 6-2: RAN3 develops the stage-2 procedure for the inter-donor migration to at least include the following stages:
· Stage 1: Serving cell change of the boundary IAB-MT using Xn handover. 
· Stage 2: Migration of F1 transport path. 

Proposal 4-1: the UEs accessing to the boundary IAB node and descendant node(s) should not be impacted by the F1 transport path migration. 
Conditional proposals (rely on the supporting of Full Migration):
Proposal 3-5b: For Full Migration, the trigger for UE’s context migration is needed after F1 setup towards target donor CU. 
Proposal 5-4a: For Full Migration, the boundary IAB-DU and descendant IAB-DU(s) supports the following for its serving cells:
- NCGI of all service cells are changed 
- PCI of some or all cells can be changed
Proposal 5-4b: Liaise RAN2 on Proposal 5-4a. RAN3 to ask RAN2 on how the UE can handle the NCGI change, and potentially also the PCI change, of serving cells. 

Proposal 5-5b:  For Full Migration, the source donor CU can provide UE’s F1AP ID to the target donor CU when migrating UE context. 

Discussions (Phase I)
Terminology
Among all contributions, various terminologies are applied in discussions. The moderator feel that a unified terminology would help the discussion. Thus, the following terminologies are given:
· Boundary IAB node: the IAB node(s) at its downstream directionwhose descendants terminates the RRC connection and F1 interface to a donor CU different from the one to which one of its parent nodes (the boundary IAB node can have two parent nodes at most) terminates the RRC connection and F1 interface. The IAB-MT and IAB-DU can be called as the boundary IAB-MT and the boundary IAB-DU, respectively. The RRC connection of boundary IAB-MT and F1 connection of the boundary IAB-DU are terminated at different donors.
· Descendant IAB node: the IAB node(s) at the downstream direction of the boundary IAB node
· IAB-MT Migration method: in this method, 1) the IAB-MT of the boundary IAB node terminates its RRC connection to at the target donor CU in case of inter-donor migration or at the new donor CU in case of inter-donor RLF recovery, while2)  the collocated IAB-DU of the boundary IAB node terminates an F1 interface at the source donor CU in case of inter-donor migration or at the old donor CU in case of inter-donor RLF recovery and, 3) if any, its descendant node(s) terminate its their RRC connection(s) and F1 interface(s) to at the source donor CU in case of inter-donor migration or at the old donor CU in case of inter-donor RLF recovery. 
· Full Migration method: in this method, the boundary IAB node and, if any, its descendant node(s) terminate its RRC connection and F1 interface to at the target donor CU in case of inter-donor migration or at the new donor CU in case of inter-donor RLF recovery. 
In the following discussion, the above terminologies are used. 
Q3Q1-1: Please provide view on the above terminologies and the corresponding definition.  
	Company
	Comments

	Samsung
	Agree the above terminologies and the corresponding definitions

	Ericsson
	We made some corrections above. Also, the “IAB-MT migration method” is too long. We suggest “proxy approach” or something even shorter. 
We are also not comfortable with using the words “source” and “target”, since this is not mobility.

	Qualcomm
	We certainly need proper terminology for the specification.
· Boundary node:  we may want to keep this short. “IAB-node, whose child links are controlled by a different IAB-donor than at least one of its parent links.”
· Descendant node: We already use this term in Rel-16. 
· On IAB-MT and full migration method: We should differentiate: 
· “IAB-MT migration” includes migration of parent link to target CU while child link is still at source CU.
· “IAB-node migration” includes migration of parent link and child link to the target CU.
Let’s not refer to F1 since the IAB-node could support two F1s simultaneously.

	Nokia
	Prefer to keep it short and simple:
- Boundary IAB node: The IAB node has RRC connection with 2 Donor-CUs. 
- IAB-MT migration: The IAB-MT UE context is migrated to the 2nd Donor-CU, while the context for the connected UE and descendant IAB-MT remains in the 1st Donor-CU. 
- Full migration: the UE context for the IAB-MT, the connected UE, and the connected descendant IAB-MTs are migrated to the 2nd Donor-CU. All IAB-DUs only have F1 with the 2nd Donor-CU. 


	Huawei
	Fine with define terminologies.
- Boundary node: QC’s version is fine
- IAB-MT migration: Nokia’s version is fine
- Full migration: Nokia’s version is fine.

	ZTE
	The terminology of “boundary IAB node” is a bit of confusing. Could you please clarify the scenarios for these terminologies? For the terminology of “boundary IAB node”, it is stated that “the boundary IAB node can have two parent nodes at most”. Moreover, the terminology of “boundary IAB node” is already used in inter-donor topology redundancy scenario, which means the node accesses two different parents node connected to two different donor CUs respectively. 
However, in our understanding, these terminologies discussed in this offline discussion are used for inter-donor migration or inter-donor RLF recovery scenarios where the migrating/recovery IAB node has only one parent node at the same time. 

	Fujistu
	For “IAB-MT migration method”, should the descendant nodes be not affected at all, or the path configuration still can be re-configured in case of MT migration?

	AT&T
	Agree that terminologies need to be defined.
Boundary IAB node: Agree with QC’s proposal
Descendent IAB node: Agree with moderator’s proposal
IAB-MT migration: Agree with Nokia’s proposal
Full migration: Agree with Nokia’s proposal

	Google
	Boundary node: Agree with QC’s proposal
IAB-MT migration: Agree with Nokia’s proposal
Full migration: Agree with Nokia’s proposal



----------------------- Summary ----------------------------
9 companies provide comment, and all companies are fine the intention of defining the terminology for specification. The following concerns are given:
· Keep it short and simple 
· Not use words “source” and “target”
· “IAB-MT migration method” is too long, and suggest to use “Proxy approach”
· Not refer to F1
[Moderator’s Response] Those concerns are valid. For the “IAB-MT migration method”, a short name would be good. “Proxy approach” could be option. Since we are talking about the migration, it may be better to have “migration” in the terminology. So, the moderator gives another option, i.e., “Partial migration”. 
One company indicates that Rel-16 has already use the term of “descendant node”. 
[Moderator’s Response] Yes, we do use this term. However, we don’t have the definition for this term. So, it may be better to define it in Rel-17. Another thing is that in Rel-16, we use some terms corresponding to “the boundary IAB node” for different scenarios. So, it may be better to mention it when defining the boundary IAB node.  
One company has concern on the definition of “boundary IAB node” since it is unclear the referring scenarios for this terminology. 
[Moderator’s Response] The intention is trying to cover all the scenarios, including inter-donor migration, inter-donor topology redundancy and inter-donor RLF recovery since such type of IAB node will appear (in case of Full migration method, the boundary IAB node will appear in some intermediate stages).
One company raises a technical details referring to IAB-MT migration method, i.e., descendant nodes will be affected or not. 
[Moderator’s Response] This technical details need further discussion referring to IAB-MT migration method
[Moderator’s additional comment] For Nok’s definition for two migration methods, the moderator feel that we may not need mention UE context since we are talking about IAB node migration. So, the moderator suggests to only mention IAB-MT, IAB-DU, and IAB node in the definition.   
By considering all the comments, the moderator gives the following terminologies and definitions for agreement:
Proposal 1-1: RAN3 agrees the following terminologies and definitions:
· Boundary IAB node: IAB-node, whose IAB-DU is controlled by a different IAB-donor-CU than at least one of its parent nodes. In Rel-16, this term is referring to “the migrating IAB-node” in case of intra-CU topology adaptation, or “Dual-connecting IAB-DU” in case of intra-CU topological redundancy, or “Recovery IAB-node” in case of intra-CU RLF recovery.
· Descendant IAB node: IAB node(s) at the downstream direction of the boundary IAB node.
· Partial Migration: the boundary IAB-MT is migrated to the 2nd IAB-donor-CU, while the boundary IAB-DU and descendant IAB node(s) (if any) are controlled by the 1st IAB-donor-CU.
· Full Migration: the boundary IAB node and the descendant IAB node(s) (if any) are migrated to the 2nd IAB-donor-CU from 1st IAB-donor-CU. 

----------------------- End of Summary ----------------------------

IAB node migration method
In this meeting, two camps express their own arguments on the migration method, which can be summarized in the following table.  
	Comments from “Full Migration method” camp
[4][5][9]
	Comments from “IAB-MT Migration method” camp [1] [3][12]

	IAB-MT Migration:
· has technical feasibility issues for some scenarios
· cannot solve the overload issue at source IAB donor CU(-UPs)	Comment by Ericsson User: This is incorrect, the load balancing is for traffic overload in the backhaul, not at processing overload at the CU
· has much higher signalling complexity during real data communication stage
· is not aligned with Rel-17 WID and current agreements	Comment by Xu, Steven 1. (NSB - CN/Beijing): This is not correct. WID does not say the IAB-DU shall be migrated. The WID only says “Specification of procedures for inter-donor IAB-node migration to enhance robustness and load-balancing”	Comment by Ericsson User: The current agreements spell out the proxy-based solution, that is why we are discussing it
	Full Migration:
· may be workable but need enhancements when IAB node only has either one IAB-DU or two IAB-DUs (other WGs’ involvement is needed)
· cause signalling storm when moving UEs to target donor CU
· need additional works for several issues, e.g., migration procedure, F1 setup procedure, cell switch, HO, etc. 
· unrealistic scenario: migration of many devices due to a short-term event
· long service interruption
· CUs are not dimensioned to take over the traffic of other CUs for long period of time
· has much higher signalling complexity during real data communication stage, when only migrate some UEs to the 2nd Donor-CU.	Comment by Xu, Steven 1. (NSB - CN/Beijing): How does the full migration method support the agreement “only migrate some devices”? If only migration method, the IAB-DU has both F1 with 1st Donor-CU for some UEs, and F1 with the 2nd Donor-CU for other UEs. Then it can also cause high signalling during data communication stage. Also, activating the 2 DUs in one IAB has more issues.

· 


Based on the moderator’s observations, those comments can be generally divided into three aspects: 
· Scenario point of view
Contributions [4][5] raise three scenarios: 
· Scenario 1 as shown in Fig. 1 [4]: a chain of IAB-DUs terminating to three different donor CUs. This scenario is resulted from the fact that the source IAB donor CU (e.g., IAB donor CU3) cannot know the F1 termination point of the target parent node (IAB4-DU). 

Fig. 1 
· Scenario 2 as shown in Fig. 2 [5]: a chain of IAB-DUs terminating to two different donor CUs. This scenario is resulted from the fact that IAB2-DU has to terminate F1 at IAB donor CU2 due to restriction on only supporting IAB-MT Migration method. 
Fig. 2
· Scenario 3: overload of source IAB donor CU(-UPs)
From the viewpoint of “Full Migration method” camp, the above three scenarios are valid for IAB-MT migration only, which is also acknowledged by two Operators; as a result, the technical feasibility of IAB-MT Migration method is questionable considering the complex inter-donor coordination. Thus, “IAB-MT Migration method” camp may need take further considerations to support these scenarios, e.g., technical solutions, or find some way to avoid those scenarios (please note that avoiding those scenarios will cause the limitations of supporting inter-donor migration in some valid scenarios). 
· Signalling point of view 
The “IAB-MT Migration method” camp mentions that the signalling storm will occur when performing descendant IAB-MT/UE handover procedure. On the other hand, the “Full Migration method” camp also indicates the large signalling overhead after the IAB-MT migration is performed as long as the IAB-MT is not migrated back. In this sense, it is hard to tell which method is better from signalling point of view.  
· Technical issue point of view
It has to say both methods have some technical issues to be resolved. For example, the issues listed by “IAB-MT Migration method” camp for Full Migration method, the issues resulted from the above three scenarios for IAB-MT Migration method. Please note that, companies in “Full Migration method” camp already give some solutions on some issues. At this moment, the technical reason is unclear to indicate one method is better than another one.     
With the above observations, if we continue to argue whether or not to support Full Migration method, the moderator can imagine that both camps will debate for a long time, while missing the technical issues we need to solve for both methods. Thus, the moderator would like to suggest both camps start to think about the technical issues in both methods. In last meeting, RAN3 already agreed that IAB-MT Migration method can be supported. One possible way forward is to make Full Migration method configurable, i.e., the network side can configure whether Full Migration method should be performed or not (how to achieve this needs further discussion). Therefore, the moderator gives the following potential proposal:
Potential proposal 2-1: for a single-connected IAB-MT, the Full Migration method can be supported based on network configuration, i.e., according to the network configuration, the migration of the boundary IAB-DU and descendant IAB node(s) can be performed after the migration of the boundary IAB-MT. FFS on network configuration method. 
Q2-1(MigMethod): Please provide views to Potential proposal 2-1 by taking the above three aspects (i.e., scenario, signalling, technical issues) as potential angles (other angles are not precluded).  
	Company
	Agree/Disagree
	Comments

	Samsung
	Agree
	

	Ericsson
	Disagree
	If a constructive approach is the intention, then it is not a good way to question the already agreed option by referring to constructed and unrealistic scenarios:
· What are the odds of IAB network being deployed at the border of 3(!) CUs? Should this unlikely scenario be addressed in Rel17? A lot of work is needed to just enable the basic (2 CU) scenarios.
· What are the odds that, after setting up proxy-based offloading to another CU, multiple subsequent links below the boundary node will fail/experience bad radio conditions? Traffic congestion and mmWave link hiccups are temporary events. What are the odds of a temporary event. and a rare + temporary event coinciding?
· The use case for load balancing that we are discussing is traffic load on the backhaul, not the processing load of CU-UPs. 
One very important KPI, service interruption, is not considered by the full migration camp when comparing the two options in their contribution. Service interruption is one pain point of the full migration approach.
Given the above pain point, a good way forward is to discuss how to solve it, based on which we can decide upon the destiny of the WA. In that respect, some of the problems would disappear if the two logical DUs would be specified for an IAB node, so we suggest starting the evaluation from there.
Please also note that IAB mobility is not in Rel17 scope, so it is wrong to refer to the WID when trying to motivate full migration.
So, let us focus on how to solve the issues of full migration, if possible.

	WI Rapporteur
	See comment
	I agree with the moderator’s WF: 
Thus, the moderator would like to suggest both camps start to think about the technical issues in both methods.
This implies:
1. We need to support DU migration.
2. We need to support a chain of boundary nodes.
Proposal: RAN3 to support DU migration and chain of boundary nodes.
I agree with Ericsson that DU migration needs to include the issue of service interruption.
I disagree with Ericsson that the radio link recovery problem in [5] can be simply negated. 

	Nokia
	Disagree
	The scenario described above may be a very rare scenario. Is it worthy to develop a complex solution to address a very rare scenario? 

	Huawei
	Disagree

	Firstly, about the two scenarios shown in Fig 1 and 2, they are theoretically possible, but we doubt about the probability of such two scenarios, especially for R17. If IAB-DU migration only shows beneficial (claimed by the “Full migration camp”) for such two corner cases, the consequent standardization effort for support the full migration will be meaningless and overkill. 
On the other hand, from the signalling and technical issue point view, some companies challenged the “IAB-MT migration method”, and think such method should be used just for temporary, because the inter-donor routing seems will result in a lot of signalling exchange between two donor CUs. Please note that, based on the progress in previous meetings, anyway we will specify how to achieve the inter-donor routing, e.g. for the inter-donor-redundancy scenario. So it is not reasonable that the signalling problem or other technical issue proposed by the “full migration camp” are just for the “IAB-MT migration method”, but not for the inter-donor redundancy case. In our view, if the leg using inter-topology routing works well and can use for long term in the inter-donor redundancy scenario, it should also works well for the “IAB-MT migration method” 
For the load balancing issue, we have similar view as Ericsson, we are focus on the shortage of radio resource not the overload of CU-UP. To say the least, even if the CU-UP overload is possible, the offload can also be achieved by some other means rather than IAB migration, e.g MN may find an proper SN and offload some F1-U traffic to an SN (SN terminated bearers) with IAB-node still maintains one connection to its parent node.
Based on the above comments, the beneficial for IAB-DU migration is unclear. And we need to solve a lot of problems to support the full migration, e.g. the service interruption for UE and descendant nodes, as well as concurrent F1 connection, cell switch of IAB-DU, etc. Some of them relies on feedback from other WGs.   For example, if the IAB-DU only activate one set of cells corresponding to one IAB donor, how about the UEs and descendant IAB nodes which has received the HO command, but cannot find the target cell? This will have big impact on the service continuity, and should be checked with RAN2 at first. If the solution to support IAB-DU migration relies on two logical DUs, and as stated in [3], the feasibility should be checked with RAN12/4 first, before we confirm the WA of the IAB-DU migration.

	ZTE
	See comment
	We agree that Full Migration method needs to be supported which involves migration of collocated IAB-DU and descendant nodes/UEs. However, we are not sure about the network configuration. What does “network configuration” mean exactly?
On the other hand, we are not in favor of a chain of boundary nodes. We prefer to concentrate on the typical scenario where only two donor CUs are involved. 

	CATT
	Agree with DU migration 
	We study RLF recovery but we cannot guarantee that RLF will be able to recover to the source link/source CU eventually. It will lead that data traffic continue through other path which under other CU if F1 terminates points are not changed. IAB node migrates to target donor CU, including new F1 setup, is one of way to address long term RLF.
The cases of above figures are do exist, we should adopt DU migration to avoid a chain of boundary node
FFS on details

	Fujitsu
	Agree
	As stated by contribution [4][5], without DU migration there will be too much coordination between source donor and target donor. Because the F1 of boundary node is belong to the source donor, but the transmission has to be conveyed by the path of the non-F1 termination domain (i.e. the target donor domain).
We don’t think DU migration can introduce extra service interruption compared with MT migration. 
If the inter-donor transport can be used for the on-the-fly data in the boundary node, the service interruption can be resolved in MT migration case. The service interruption can be resolved in full migration case as well, because the DU migration is on top of the MT migration in case of full migration.
While the inter-donor transport is not supported in the boundary node, the path of the descendant nodes should be re-configured and the service interruption problem should be discussed in CB#38. 
We think the service interruption is not a specific matter to the DU migration, but it’s actually an issue related to inter-donor transmission.

	AT&T
	Agree with full migration
	Agree with WI Rapporteur’s comments. As we have clarified previously, full migration should be enabled to not limit use cases for R17 IAB feature. Furthermore, there are issues with both partial and full migration. So RAN3’s effort may be better spent working out these issues. We are open to discussing the scope of optimizations needed for full migration, but believe that at least the functionality should be enabled in R17. 

	Google
	Agree with full migration
	Considering long-term robustness, full migration may avoid further coordination between donor CUs



----------------------- Summary ----------------------------
10 companies provide comments. 7 companies are in favour of supporting Full migration, while 3 companies disagree. 
The discussions can be divided into two aspects:
· Scenario 
“Full migration” camps, including two operators, raise some scenarios. Those scenarios are resulted from the fact that the serving topology of the new parent node under 2nd donor CU is unclear to the 1st donor CU who triggers the migration; while “Partial Migration” camp indicates those scenarios are rare. 
[Moderator’s comments] If our discussion is solely focused on the scenarios, this will become an endless debate for a long time while ignoring some essential technical discussions. So, the moderator suggests to not spend efforts on the scenario discussions. 
· Technical issues
Both camps have to face some technical issues. It can be foreseen that “Full Migration” may need face more issues than “Partial Migration”, which may include: 1) service interruption,   2) concurrent F1 connection, 3) F1 setup, 4) cell switch. One company in “Partial Migration” also indicates that we should focus on how to solve the issues of “Full Migration”, and the discussion can start from two logical DUs. 
[Moderator’s comments] Before changing WA to agreement, we should focus on technical discussion on the issues resulted from “Full Migration”. If those issues can be well justified, we can make the final decision on the support of Full Migration. 
With the above discussion, the moderator gives the following proposal:
Proposal 2-1: To determine the support of Full Migration, the technical discussion should be performed starting from the concept of two logical IAB-DUs at the boundary IAB node, which includes at least the following issues:
· Service interruption reduction
· The support of two logical IAB-DUs 
· F1 setup procedure
· Cell switching

----------------------- End of Summary ----------------------------

Common issues 
Regardless of discussion results of Q2-1, some common issues need to be resolved in both migration methods. 
· Common inter-donor topology transport mechanism
This discussion is resulted from the following agreement in last meeting:
One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios
In this meeting, several companies address this in both AI13.2.1.1 and AI13.2.2. Such common mechanism can be applicable for inter-donor migration of single-connected IAB node, inter-donor topology redundancy and inter-donor RLF recovery (please note that, even for Full Migration method, there are some temporary period, in which the boundary IAB node and descendant nodes are communicated with source donor CU via the target donor DU). Contribution [1] raises an interesting topic at first time, i.e., whether such common mechanism can keep the descendant node(s) unaffected, i.e., the descendant node(s) uses the original configurations (e.g., BAP routing, bearer mapping, IP addresses, BAP address, etc) for data transmission. The main intention is to realize the inter-donor routing by configuring donor node and boundary node only. With this intention, contribution [1] gives the following observation:
	Observation 1: Candidate Options 1, 3, 4 and 5 for BAP routing across two topologies apply to all the scenarios involving inter-donor routing.


This observation indicates that the common inter-donor topology transport mechanism is selected from the candidate options 1, 3, 4 and 5 for BAP routing across two topologies. For example, if option 4 (BAP header rewriting) is selected, the top-level migrating IAB node will perform BAP header rewriting as well in order to perform packet transmission to/from the target parent node. So, the moderator gives the following potential proposal:
Potential Proposal 3-1: the common inter-donor topology transport mechanism is selected from the candidate options 1, 3, 4 and 5 for BAP routing across two topologies for all scenarios, i.e., inter-donor migration of single-connected IAB node, inter-donor topology redundancy and inter-donor RLF recovery.
Q3-1(ComInterDonor): Please provide view to Potential Proposal 3-1.  
	Company
	Agree/Disagree
	Comments

	Samsung
	Agree 
	

	Ericsson
	Partly agree
	We have explained the issues of Option 3 in paper [1] and we would prefer to downprioritize it.

	Qualcomm
	Partially agree
	We will only select from 3, 4 and 5. Option 1, i.e., OAM-based solution, is out-of-scope.

	Nokia
	Agree
	We prefer to only consider 4, but this may be covered by CB#39.

	Huawei
	Agree, but
	Such inter-donor routing issue seems also be discussed in CB#39, should we just discuss such issue in that CB?

	ZTE
	Agree 
	We agree that common inter-donor topology transport mechanism is used for all scenarios. And the down-selection should be discussed in CB: # 39_IAB_TopoRed. In general, we are in favor of option 1 and option 3 since they are more simple and need less specification effort. 

	CATT
	Agree 
	Better to note that the candidate options would be select down/ rewrite after we have final agreement in CB#39. We prefer option 4 and 5

	Fujitsu
	Agree
	We prefer Option 4.

	AT&T
	Agree
	We prefer Option 4. Besides, RAN2 has already agreed on a preference for Option 4:
RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4

	Google
	Agree
	



----------------------- Summary ----------------------------
10 companies agree or partly agree with Potential Proposal 3-1. 7 companies express their favourite options, although it is dedicated covered by CB#39. 
On the other hand, as AT&T mention, RAN2 already agrees their preference to Option 4. Thus, the options on the table should be Option 4 and Option 5.
Thus, the moderator gives the following proposal:
Proposal 3-1: the common inter-donor topology transport mechanism is selected from the candidate options 4 and 5 for BAP routing across two topologies for all scenarios, i.e., inter-donor migration of single-connected IAB node, inter-donor topology redundancy and inter-donor RLF recovery.
----------------------- End of Summary ----------------------------

In addition, contribution [1] proposes to not affect the descendant nodes, i.e., no configuration update is needed for the descendant nodes. To achieve this, four options are given (since this is the first time to see those options, the comments provided below is from moderator’s understanding. Any further clarification is welcome): 
	Options
	Comments from moderator (taking inter-donor migration as an example)

	Option 1: Disabling of IP address filtering 
	In DL, the IP packets uses the new IP addresses in target donor DU’s domain. It seems descendant node impact is inevitable. 
E///: it is the opposite, the IP packets use the old IP addresses, and the new donor DU does not filter them out.  When packets arrive at the boundary node, BAP header rewriting is applied. No descendant node impact.

	Option 2: IP tunnelling 
	In DL, the additional IP header addition is needed at the source IAB donor CU, and IP header removing is needed at the boundary node.
In UL, the additional IP header addition is needed at the boundary node, and IP header removing is needed at source donor CU. 
The boundary node, as an intermediate IAB node, needs additional functionality, i.e., IP header addition/removing, which is not fully aligned with Rel-16 protocol stack, but is a well-established method in IP networks.

	Option 3: Masquerading 
	In DL, the destination IP address belongs to target donor DU domain, and the boundary IAB node will change this IP address to the one in the source donor DU domain
In UL, the destination IP address belongs source donor DU domain, and source filtering issue needs to be solved at target donor DU.
The boundary node, as an intermediate IAB node, needs additional functionality, i.e., IP header replacing in DL, which is not fully aligned with Rel-16 protocol stack, but is a well-established method in IP networks.

	Option 4: BAP tunnelling 
	GTP-U tunnels are set up between source donor DU and target donor DU to transmit packets with BAP header.
This option needs new interface between two DUs belonging two different donor CUs. E/// no new interface is needed, this is plain transport between the donor DUs. 



Q3-2(OptionsComXdonor): Please provide view for the following questions:
a. Can we take the principle of not affecting descendant node(s) as the guideline when designing the common inter-donor topology transport mechanism?
b. Which of the above four options do you preferred? Other options except the above four options are also welcome. 
	Company
	Comments

	Samsung 
	a. In general, we are fine with “the principle of not affecting descendant node(s)”. However, at this stage, we are not sure if this principle is technical feasible or if this principle can reduce the complexity. To make progress, we can consider this principle as Working Assumption.  
b. Among the above four options:
· Option 2&3 change Rel-16 protocol stack, it is not preferred. 
· Option 4 needs inter-DU interface, which is not supported till now. It is not preferred either. 
· Option 1 needs to impact the descendant nodes for DL since the descendant nodes should be configured the new IP addresses anchored at the target donor DU. 
Till now, the above 4 options need further clarifications before making decision. 

	Samsung2 
	After further thinking, another option for this issue could be as follows:
Option 5: 
· DL: the target donor DU performs the IP address replacing (i.e., source donor CU uses the IP addresses anchoring to the target donor DU for packet transmission; when target donor DU receives those packets, it can replacing those IP addresses by the ones used by descendant nodes which are anchored at the source donor DU).
· UL: the target donor DU disabling the source IP filtering or disabling the source IP filtering for some IP addresses. 


	Ericsson
	a. Yes, not affecting the descendant nodes should be the guiding principle of the proxy-based solution
b. We are OK with discussing these and any additional options.

	Qualcomm
	The intention is laudable, the solution a little problematic. 
Upfront: IP address replacement (NATing) is highly frowned upon by the IETF. The proper IETF-way is to use tunneling solutions.
Option 1: Agree that inter-donor-rerouting would work on the UL with the old IP addresses (if source address filtering is disabled). For DL, the new IP address need to be used for routablity via the target path. They also need to be configured on the descendant node so that IP packet processing and IPsec work on these nodes.
Option 2: This would work. The main problem is the impact on CU-CP and CU-UP, which now have to support an additional tunneling mechanism for some IAB-nodes.
Option 3: This is a security hack. IPsec supports change of the outer IP addresses via IKE SA between the end nodes. Doing this on the path by some other nodes is a security breach and should not be supported.
Option 4: This would work. We are not so much concerned about the inter-DU tunnel than the suboptimal triangular routing, especially if it is of longer term in case the DU is not migrated.
Option 5 by Samsung: Same issue as option 3. We should not rewrite IP addresses for IP-sec protected packets.

We propose: 
Option 6: A static IP-in-IP tunnel is established between donor DU and the neighbor donor CUs. In UL direction, this tunnel is used to overcome IP source address filtering on the wireline IP network. In DL direction, the source CU selects this same static IP-in-IP tunnel to send the data to the target donor-DU. The DL mapping on the target donor DU will be based on the descendant nodes’ source IP addresses rather than there target IP addresses. 
Advantages:
- Opposed to option 2, the IP-in-IP tunnel is static since the donor-DUs do not migrate.
- Option 6 can use inter-topology BAP routing with BAP header rewriting on BAP layer (option 4) while option 2 requires inter-topology BAP routing with BAP header rewriting on IP layer (option 5).
- Opposed to option 2, QoS differentiation on the target topology can be supported and uses the same principles as in Rel-16 IAB.


	Nokia
	Options requiring the change of the IP header shall not be selected due to the security issue. 
IP-in-IP tunnel or GTP-U tunnel can be considered. It is unclear how it works for Tunnel to the CU, when an external Security Gateway is used by CU. 
Whether the tunnel is between CU and target Donor-DU, or between source Donor-DU and target Donor-DU may need further analysis. 

	Huawei
	a. Not sure that the descendant nodes will totally not be affected. Considering that even in the intra-CU inter-donor-DU scenario in R16, the new IP address allocation and new default BAP configuration will be provided to the descendant nodes, so we think for the inter-donor migration case, such configuration will also be updated to the descendant nodes.  So we are not convinced on the principle of not affecting the descendant nodes
b. Based on our feedback for a, no need to discuss the solutions now.

	ZTE
	a.No, this issue should be discussed in CB: # 39_IAB_TopoRed. And we are prefer that descendant nodes are reconfigured with new IP addresses and BAP routing configurations for target/new path since it is already supported in Rel-16. 
b.We prefer that new IP addresses and BAP routing ID for target path are configured to descendant nodes which are used for packets to be delivered via target/new path. Note that these are already supported in Rel-16 IAB. 
So we propose another option to solve the source IP filtering issue as follows:
Option 7: new IP addresses and BAP routing ID for target path are configured to descendant nodes. And new IP addresses and BAP routing ID are used for packets to be delivered via target path. 

	CATT
	Option 1: we also discuss it in local rerouting, it has security issue but it works. 
Option 2: maybe we have similar understanding as [1].
For example, in DL, source CU writes the real destination IP address in IP header (e.g. descendant node for DL) and sends this IP packet to redundancy CU. Redundancy CU does not parse it and further add another IP header which belongs to redundancy CU. The destination IP address in second IP header (which added by redundancy CU) is boundary node. After the boundary node receives the packet, it will drop the second IP header and read the first IP header which has the real destination IP address. Then boundary node rewrites a new BAP routing ID according to mapping table to send the packet to descendant node.
Option 3: how to donor CU1 set the IP header belonging to donor CU2?  The boundary node has to rewrite (not remove) the IP header. Remove IP header is already support by IAB node when destination IP address is itself. 
Option 4: if my understating is right, it is similar as option 2, while this option is two BAP header
For example, in DL, source DU configure the real destination BAP address (e.g. descendant node for DL) and send this packet to target DU (FFS on via which tunnel). Target DU add the second BAP header which has the BAP address of boundary node. After the boundary node receives the packet (with 2 BAP headers), it will drop the second BAP header (destination BAP address is boundary node) and read the first BAP header which has the real destination BAP address.


	Fujistu
	a. We agree that not affecting the descendant nodes can be achieved by a common inter-donor topology transport used by the boundary node. 
b. We are ok to discuss these options for the common inter-donor topology transport.



----------------------- Summary ----------------------------
8 Companies provide comment. 
· Aim of not affecting descendant nodes
4 companies acknowledge the intention of not affecting descendant nodes. 2 companies have concerns on whether the descendant nodes can be really unaffected.  
[Moderator’s comment] Minimizing the impact to the descendant node is a good idea when design our migration scheme. If no impact can be achieved with an acceptable solution, that would be the best choice. In this meeting, some options are raised to achieve this purpose. Thus, the moderator suggests make a working assumption of not affecting descendant nodes. 
· Options on the table
In this meeting, a total of 7 options are raised at the first time, which are:
· Option 1: Disabling of IP address filtering 
· Option 2: IP tunnelling 
· Option 3: Masquerading
· Option 4: BAP tunnelling 
· Option 5: IP address replacing for DL + disable the source IP filtering for UL
· Option 6: Static IP-in-IP tunnel 
· Option 7: new IP address and BAP routing ID for target path (this option introduces impact to descendant nodes)
[Moderator’s comment] The moderator understands that companies are not ready to make any down-selection in this meeting. So, we can take more time to evaluate those options or figure out new options. 
Proposal 3-2a: WA: the common inter-donor topology transport mechanism is designed with the aim of not affecting descendant node(s). 
 (To be continue …) To achieve the purpose of not affecting descendant nodes, the following options can be considered (new options are not precluded):
· Option 1: Disabling of IP address filtering 
· Option 2: IP tunnelling 
· Option 3: Masquerading
· Option 4: BAP tunnelling 
· Option 5: IP address replacing for DL + disable the source IP filtering for UL
· Option 6: Static IP-in-IP tunnel 

----------------------- End of Summary ----------------------------

· Serving cell change of the boundary IAB-MT
This procedure is applied for the boundary IAB-MT, in which the legacy Xn handover procedure can be applied. One issue for this procedure is the IP address assignment for the boundary IAB-DU (in case of tunnel mode of IPSec, IP address here is the outer address), in which the source donor CU should send the request to the target donor CU, and then the target donor CU responses with new IP addresses:
· IP address request via Handover Request 
         As agreed, i.e., “information about IP address(es) requested for the IAB node (in RRC container)”, the IP address request is transferred to the target donor CU in RRC container. Contribution [7](ZTE) give two options:
· Option 1: add new IEs in HandoverPreparationInformation message
· Option 2: include IABOtherInformation message in RRC Context IE ([7] claims that this option only needs field description. However, RRC Context IE currently only contain one RRC message, i.e., HandoverPreparationInformation message. This option requires to add two RRC messages. So, further clarification is needed)
Another option, as below, is moderator’s understanding to the agreement in last meeting.
· Option 3: reuse iab-IP-AddressConfigurationList-r16 contained in  HandoverPreparationInformation message as an implicit request of IP address since such IE can include all IP addresses used at the source donor CU. So, there is no specification impact. 
· Explicit IP address provision to the source donor CU
As agreed, i.e., “IP address(es) allocated to IAB node (in RRC container)”, the new IP addresses can be included in the HandoverCommand message. Due to transparent transmission of this message, the source donor CU cannot know the new IP addresses. However, since the source donor CU needs communicate with migrating IAB node via the new IP addresses, it is necessary to inform those addresses explicitly. Contribution [7] raises two options:
· Option 1: via GNB-DU CONFIGURATION UPDATE message after the boundary IAB-MT receives the new IP addresses.
· Option 2:  via the Handover Request Acknowledge message 
       Contribution [6] (Samsung) further indicates that to derive the IP address updating, the target IAB donor CU should inform the IP address update correspondence (i.e., new address and the corresponding old address) to the source IAB donor CU. As a result, the source IAB donor CU can perform the group configuration update to all TNL associations for F1-C traffic and to all GTP-U tunnels for F1-U traffic.
· New IP addresses for source IAB donor CU
Contribution [7] (ZTE) raises another issue that the source donor CU should use new IP addresses for the communication via the target donor DU since target donor DU may apply source IP filtering for DL packet as well. Moreover, [7] indicates that the source donor CU can use GNB-CU CONFIGURATION UPDATE message to send its own new IP addresses to the boundary IAB node. 	Comment by Ericsson User: UL?
Q3-3(IPAssig): Please provide views for the following questions:
For IP address assignment of the boundary IAB-DU:
a. Which of the above three options is selected for IP address request in Handover Request message?
b. Which of the above two options is selected for explicit IP address provision to the source donor CU?
c. Should the target donor CU explicitly provide the IP address update correspondence in Handover Request Acknowledge message?
For IP address of the source IAB donor CU:
d. Should the source IAB donor CU use the new IP addresses to communicate with the boundary IAB node?
	Company
	Comments

	Samsung 
	a. Option 3
b. Option 2
c. Yes, the explicit IP address update correspondence (i.e., old IP address before migration, and new IP address after migration) should be provided in Handover Request Acknowledge message
d. Yes. Because the source IP filtering is also needed for DL packets. 


	Ericsson
	In fact, the source donor should, on behalf of boundary node, request not only the addresses used for the traffic terminating at the boundary node, but also the addresses used for the traffic towards its descendants. 
For the old CU to configure the boundary node properly, the old CU needs to know the coupling between the old (CU1 network) and new (CU2 network) IP addresses. So, we propose the following:
Proposal 3-3: In the Xn HANDOVER REQUEST, the old donor requests the IP addresses to be used by the boundary node for the DL traffic terminating at and traversing the boundary node. The new donor explicitly indicates these addresses to the source donor in the Xn HANDOVER REQUEST ACKNOWLEDGE. The assignment of the new IP addresses is transparent for the descendants, which continue to use the IP addresses previously assigned to them by the old donor.
a. We prefer an option that satisfies Proposal 3-3. Moreover, this is a RAN2 stage-3 detail.
b. Option 2.
c. The target should explicitly provide the new IP addresses (visible to source donor), but we are not sure if the old addresses should be explicitly indicated by the old donor. 
d. Depends. First, I would rather say “…use the new IP addresses for the traffic routed via the other donor”. We need to discuss which node (boundary node, new donor DU, old donor DU) will handle the IP header in order to satisfy the requirement of not reconfiguring the descendant nodes (we have 5 options so far in Q3-2). On the other hand, perhaps the option where filtering is disabled is adopted in the end.

	Qualcomm
	a. For the IP address request in HO Request message, Option 1 or 2 can be used, i.e., new IEs or IABOtherInformation in HandoverPreparationInformation. For IP address allocation in HO Request Ack message, Option 3 can be used, i.e., iab-IP-AddressConfigurationList-r16 in RRC container. 
b. Option 1, i.e., via GNB-DU CONFIGURATION UPDATE message after the boundary IAB-MT receives the new IP addresses. The CU cannot make any use of these IP addresses until the IAB-node has established a new IPsec tunnel and sent the GNB-DU CONFIG UPDATE.
c. Not sure what this is needed for.
d. No. This would violate IP networking principles. Obviously, source address filtering is not applied for inbound packets.

	Nokia
	a. Option 3
b. It is the outer IP address, why does Source Donor-CU need to know the outer IP address? Source Donor-CU needs to communicate with IAB, but it is the inner IP address to be used by CU.
c. No. why is it needed? 
d. No. again CU uses the inner IP address for communication with IAB-DU. ZTE proposal is the source IP filtering in the destination’s subnet. Not sure why it is needed. Once an IP packet leaves its subnet which performs source IP filtering, there is no need to perform filtering in the next hop. 

	Huawei
	a. RAN2 issue, should depend on the decision of RAN2.  
b. prefer option 1. It should be the IAB-node who decides the replacement of the new IP address to the old IP address. And the legacy procedure is enough.
c. Not necessary. The IAB-node should decides the replacement relationship between the new IP address and the old IP address, and then the IAB-UP configuration update procedure can be reused to let the IAB-donor-CU know the replacement.
d. Not sure. The CU may use new IP address or use the old IP address, it depends on the operator’s strategy of the transport network, which is out of 3GPP scope.

	ZTE
	A. We prefer option 2 ( include IABOtherInformation message in RRC Context IE) for IP address request in Handover Request message since it has no RAN2 impact and less specification impact. For moderator’s remark “This option requires to add two RRC messages. ”, we are not sure about the meaning of “add two RRC messages”. In our understanding, in option 2, the field description of RRC Context IE in Xn handover request message could be updated so that  IABOtherInformation message could be transferred in RRC Context IE in Xn handover request message. And no RRC messages need to be added. 
B. Both options could be considered for explicit IP address provision to the source donor CU? For Nokia’s comment, in our understanding source donor-CU needs to establish IPsec tunnel with IAB-DU using the IAB-DU’s new IP address. 
C. No, we are not sure about the motivation. 
Yes, the source IAB donor CU should use the new IP addresses to communicate with the boundary IAB node. For Nokia’s comment, outer IP address is used by source donor CU if tunnel mode is used. 

	CATT
	a. As we agreed include the IP address request in RRC container in last meeting, it becomes a RAN2 issue. 
b. option 2: Simple signalling design
c. No. Source CU should know IP address of target donor DU rather than boundary node
d. Not at this stage. the problem of source IP filter should be discussed in other CB, and the various methods to avoid source IP filter are under discussion,

	Fujitsu
	a. Option 3
b. Option 2
c. Yes, 
d. Yes.



----------------------- Summary ----------------------------
8 companies provide comments. 
For IP address assignment of the boundary IAB-DU:
a. Which of the above three options is selected for IP address request in Handover Request message?
· Option 1: QC;  
· Option 2: QC, ZTE; 
· Option 3: Samsung, Nok, Fujitsu; 
· RAN2 issue: E///, HW, CATT
[Moderator Comments] After RAN3 agreement (IP address request in the RRC container), this issue seems to become RAN2 issue. However, E/// raises a valid point, i.e., the source donor may also need to request the addresses for the descendant nodes. In moderator’s understanding, this is a valid point which deserves some further discussions. Thus, before sending request to RAN2, we may need re-think of this issue.  

b. Which of the above two options is selected for explicit IP address provision to the source donor CU?
· Option 1: QC, HW, ZTE;  
· Option 2: Samsung, E///, ZTE, CATT, Fujitsu
· Option 3 (Not need to know IAB node address): Nok
[Moderator Comments] It can be observed that majority companies agree that the source donor CU needs to know the IP address(es) assigned to the boundary IAB-DU. The uncertainty part is how to inform the source donor CU. In moderator’s understanding, option 1 may result in additional delay since the IP address should be sent to the boundary IAB node first and then provided to source donor CU. In this sense, option 2 seems to be better.  

c. Should the target donor CU explicitly provide the IP address update correspondence in Handover Request Acknowledge message?
· Yes: Samsung, Fujitsu; 
· No: Nok, HW, ZTE, CATT; 
· FFS: E///
[Moderator comments] Majority companies do not see the necessity of providing the IP address update correspondence. However, in moderator understanding, the new outer address should keep the same relationship between the inner address and outer address. For example, in source donor CU, outer address 1 are connected to inner address 1/2/3, while outer address 2 are connected to inner address 4/5/6; at the target donor CU, new outer address 3 should be connected to inner address 1/2/3, and new outer address 4 should be connected to inner address 4/5/6. Thus, the correspondence of IP address update should be provided as outer address 1/2 is updated to outer address 3/4, respectively. Nevertheless, the moderator feel it is not ready to make agreement. At this moment. 

For IP address of the source IAB donor CU:
d. Should the source IAB donor CU use the new IP addresses to communicate with the boundary IAB node?
· Yes: Samsung, ZTE, Fujitsu; 
· No: QC, Nok; 
· FFS: Ericsson, HW, CATT
[Moderator comments] This issue is mentioned at the first time. Companies may not be ready to make any agreement. 

Based on the above discussion, the moderator gives the following proposals:
Proposal 3-3a: for IP address assignment of boundary IAB node (outer IP address assignment for IPSec tunnel mode) during inter-donor migration procedure (regardless of Partial migration and Full migration)
· IP address request via RRC container relies on RAN2 inputs
· The new IP address(es) should be explicitly provided to the source donor CU. FFS on which signalling is used (Handover Request ACK message vs. GNB-DU CONFIGURATION UPDATE message) 
· FFS on providing the correspondence of IP address update
· FFS on updating IP address of source IAB donor CU
Proposal 3-3b: FFS on the IP address assignment of descendant node (outer IP address assignment for IPSec tunnel mode) during inter-donor migration procedure (regardless of Partial migration and Full migration)
----------------------- End of Summary ----------------------------

· Service interruption
After the boundary IAB-MT accesses to the new parent node, the service of UEs may be interrupted regardless of the migration method, i.e., 
· IAB-MT Migration method
In this method, when the boundary IAB-MT receives the new IP address(es), it can perform the group update for all F1-U tunnels and F1-C TNL associations. As agreed, i.e., “Xn signaling for IAB-MT’s migration may include information for the migration of F1 transport to the target path such as new IP addresses and/or default mappings; default mappings are used for F1-C and non-F1”, the default mappings can be used for the F1-C and non-F1 traffic UL transmission with the source IAB donor CU. However, the DSCP/flow label setting for the F1-C/non-F1 DL IP packet is not configured so that DL transmission is interrupted. Similarly, the F1-U traffic transmission cannot be transferred since the DSCP/flow label of DL IP packets is not configured to the source donor CU and the UL mapping for each F1-U tunnel has not been updated. In the example flow chart in Contribution [12] (Huawei), the data transmission with source donor CU will be interrupted till step 13 since step 9, as shown in below figure. 
[image: ]
· Full Migration Method 
In this method, the service interruption as above analysis is also applied after the boundary IAB-MT accesses to the target parent node, i.e., the DL and UL communications are interrupted due to no configurations for DSCP/Flow label and UL mapping, respectively. 
To resolve the above issue, contribution [6] (Samsung) raises one solution, i.e., in Handover Request Acknowledge message, the target donor CU can provide default configurations (default DSCP/flow label, default BAP routing ID, and default BH RLC CH) for F1-C/non-F1 and F1-U traffic, respectively. Such default configurations are temporarily used during the migration procedure to reduce the service interruption. 
In this meeting, the contribution from the moderator [6] is the only one providing solution for this issue. It may be too early to go into details of the solutions. However, it is beneficial to identify this issue among companies. Thus, the moderator gives the following observations:
Observation 1: after the boundary IAB-MT accesses to the target parent node, the service is interrupted due to no DSCP/flow label configuration towards target donor DU for F1-C/F1-U/Non-F1 traffic and no UL mapping configuration towards target parent node for F1-U traffic. FFS on solutions to reduce the service interruption.    
Q3-4(SerInterruption): Please provide view on the above observation 1. If agree, please provide potential solutions; while if not agree, please indicate how to achieve service continuity without any enhancement. 
	Company
	Agree/disagree
	Comments

	Samsung
	Agree
	The default configurations for F1-C and F1-U traffic can be temporarily used to reduce service interruption. The default configurations can be provided separately for non-UP traffic and F1-U traffic, including
· Default DSCP/Flow label for source donor CU
· Default BAP routing ID and default BH RLC CH 
Companies may have concern on the QoS guarantee for F1-U traffic. One possible way is to assign default BH RLC CH for F1-U with high priority. 

	Ericsson
	No need to capture this
	Why do we need to agree/capture this observation? It is obvious that migration will cause certain service interruption and we will design the procedure so that this is minimized. We see no need to explicitly capture something that is obvious and that we will anyway work on.
We are also not sure whether it is good to use the default configuration – this will be used temporarily, and then, after a while, again a reconfiguration to the “business as usual” configuration will be needed. In addition, we cannot treat all traffic equally (inherent to default configuration).

	Qualcomm
	Disagree
	There is no more interruption than in intra-donor migration:
For INTRA donor migration:
· The CU-CP assigns IP addresses in RRC Reconfiguration, allocates Flow Labels and configures the corresponding DL mappings on the donor DU for all traffic. Then the MT migrates. Then GTP-U tunnels are updated between IAB-DU and CU-UP. This includes update of UL mappings.
For INTER donor migration:
· The target CU-CP assigns IP addresses in RRC Reconfiguration, allocates Flow Labels and configures the corresponding DL mappings on the target donor DU for all traffic. Then the MT migrates. Then GTP-U tunnels are updated between IAB-DU and source or target CU-UP (dependent on MT-only or Full migration). This includes update of UL mappings.
 The problem does not exist.

	Nokia
	Disagree
	There is interruption, mainly due to the time for new IPsec tunnel establishment. It is not related to DSCP/Flow Label (agree with QC comments). The interruption is similar as intra-Donor migration. 

	Huawei
	
	Share same view as Ericsson.

	ZTE
	Disagree 
	Agree with QC that there is no more interruption than in intra-donor migration scenario. This issue was discussed in Rel-16 for intra-donor migration scenario and it was concluded that there is no need to configure default BAP routing ID and default BH RLC channel for F1-U. Similarly, there is no need to provide default configurations for F1-U in inter-donor migration scenario. 

	CATT
	Tend to No 
	For intra-CU migration, service interruption during TNL migration (after MT migration). However, TNL migration is a quick procedure since the target donor DU, donor CU and IAB DU have pre-configuration before or during MT migration.  
For inter-CU migration with DU migration, the service during F1 setup would be more significant. But we also consider the 2 logical DUs and DAPS-like.

	Fujitsu
	Slightly prefer disagree
	The re-configuration or default configuration for F1-U may not be conveyed by RRC message, and it may be transferred after the MT migration.

	AT&T
	Disagree
	It’s not clear whether there is any additional service interruption compared to intra-donor migration case.

	Google
	Disagree
	Share the same view with Nokia



----------------------- Summary ----------------------------
10 companies provides comments. The main discussion is focus on whether there is any service interruption. Here, we focus on Partial Migration method since the service interruption of Full Migration method has been identified. 
· 3 companies identify that there is service interruption
· 3 companies identify that the service interruption is the same as intra-donor migration case
· 4 companies indicate that there is no service interruption
[Moderator comment] For Partial Migration method, the service interruption depends on how this procedure is performed. The moderator feels that different companies have different understandings for the procedure:
· Understanding 1: the F1 transport migration is performed before the serving cell change of the boundary IAB-MT
· Understanding 2: the F1 transport migration is performed after the serving cell change of the boundary IAB-MT
Apparently, the “Understanding 1” will not result in the service interruption since everything is prepared. The moderator believes that the companies indicating no service interruption are under such understanding. On the other hand, the “Understanding 2” will definitely result in the service interruption. 
In addition, inter-donor migration is different from intra-donor migration. In inter-donor case, the F1 transport migration should rely on the context migration from the source CU, which is not required for intra-donor case. In other words, if following “Understanding 1”, the source donor CU should migrate context (even all UE context) to the target donor CU first before boundary IAB-MT’s cell switch. In case the boundary IAB-MT fails to access the target parent node, all those preparation becomes useless.
The inter-donor migration may be triggered by loading balancing or link quality degradation. For the latter case, the context migration towards the target donor CU may not be performed before serving cell switch of boundary IAB-MT. Thus, the F1 transport migration cannot be already before the serving cell change of the boundary IAB-MT. 

Based on the above discussion, the moderator gives the following proposals
Proposal 3-4: For Partial Migration, RAN3 should evaluate the service interruption based on the following two understandings:
· Understanding 1: the F1 Transport Migration is performed before the serving cell change of the boundary IAB-MT
· Understanding 2: the F1 Transport Migration is performed after the serving cell change of the boundary IAB-MT

----------------------- End of Summary ----------------------------

· Trigger indication for F1 transport migration or Context migration
Contributions [2] (Qualcomm) and [6](Samsung) address this issue. In case of IAB-MT Migration method, the migration of F1 transport should be triggered after the boundary IAB-MT successfully accesses to the target donor CU. In case of Full Migration, the context migration should be triggered after the F1 interface towards target IAB donor CU has been established.  In both cases, either the boundary IAB node or the target donor CU knows the exact time, which means F1 transport migration or context migration can be triggered by either of them. 
Q3-5(Trigger): Please provide view on whether the trigger indication is needed or not; if needed, please indicate which node should send such indication to the source donor CU. 
	Company
	Comments

	Samsung
	The trigger indication is needed to trigger the F1 transport migration or context migration. 
For which node to send the trigger indication, we slightly prefer to the target IAB donor CU since such signalling is transmitted over the wireline. If the boundary IAB node sends such indication, it will be transmitted via wireless link. 

	Ericsson
	Before we resolve the destiny of full migration, we can discuss the present issue in the context of proxy-based option. In our view, for the proxy-based option, a trigger for F1 path migration may not necessary.
After boundary MT migration, whose successful outcome will be visible to the source, the procedure to shift the F1 transport will take place. Why do we need explicit triggers? 

	Qualcomm
	Let’s differentiate:
F1-transport migration:
· Needs to be done if MT migration only or gradual full migration.
· Could be skipped for fast full migration (this is an optimization).

The question is: Who decides if F1-transport migration can be skipped?
Full migration: This is handled under Q5.x. 

On Ericsson’s comment: The proxy solution is only another form of F1 migration. The moderator is asking if F1 migration needs to be triggered at all in case DU migration follows right after Mt migration. 

	Nokia
	The bullet is about the F1 transport migration and context migration. Let’s start with the F1 transport migration first. After the IAB-MT completes the migration, it get the new IP address, setup new IPsec tunnel, then inform Donor-CU for the new inner IP address to be used for DL F1-C/U.  There seems no need for the trigger. 


	Huawei
	Agree with Ericsson.
For the IAB-MT migration only solution, the F1 migration to the new path will occur after the IAB-MT connect to the new parent node. No explicit trigger is needed. 
For the full migration case, we have expressed our comments in Q2-1, so no need to discuss this before we confirm that the IAB-DU migration will be supported. 

	ZTE
	As pointed out by QC, F1-transport migration needs to be performed not only in IAB-MT Migration method but also in gradual migration. And in full migration, F1-transport migration is not needed since all devices perform migration in a short period of time and there is no intermediate stage. Whether F1-transport migration needs to be performed could be determined by source donor CU based on the determined migration method. In our view, F1-transport migration could be performed right after completion of IAB-MT migration, e.g. triggered by target donor CU.

	CATT
	Trigger indication for F1 transport migration:
Whether performs DU migration depends on source CU’s decision.
Source CU informs IAB-DU to trigger F1 setup procedure to target CU for DU migration.
Trigger indication for Context migration (after DU migration)
Option 1: IAB node-> source CU : IAB node inform source CU that new F1 setup procedure completed and convey new cell ID. 
And then source CU migrates UE context to target CU
Option 2: target CU->source CU: target CU triggers UE reconfiguration, target CU asks source CU for UE context and covey target cell ID to source CU.

	Fujitsu
	We understand the F1-migration is always needed in MT migration as well as full migration.
For Full migration, the context migration should be triggered after the F1 interface towards target IAB donor CU is established.

	AT&T
	The need for trigger depends upon whether the full migration happens in stages, otherwise may not be needed

	Google 
	For gradual full migration, a trigger indication seems to be needed but the step(s) involving in the IAB-MT or descendant node migration (for bottom-up case) may be regarded as implicit trigger indication



----------------------- Summary ----------------------------
10 companies provides feedback. The discussion can be referring to two different migration methods.
· Partial Migration
2 of 5 Companies support that F1-transport migration should be triggered, while 3 of 5 Companies think that the trigger is not needed. However, the 4 companies indicate that the F1-transport migration is performed after serving cell switch of the boundary IAB-MT. The uncertain part is whether a trigger (existing one or new one) is needed. 
[Moderator Comments] In moderator’s understanding, the F1-transport migration can be started as long as the target donor CU receives RRCReconfigurationComplete in order to reduce the service interruption. However, such time instant is unknown to the source donor CU. Moreover, such discussion assumes that the F1-transport migration is performed after the serving cell switch of the boundary IAB-MT.
On the other hand, if F1-transport migration is performed before the serving cell switch of the boundary IAB-MT, how to trigger F1-transport is still open without any discussion.  
· Full Migration 
4 companies agree that a trigger indication is needed to trigger the context migration, which is sent after F1 setup towards the target donor CU. 
1 company raise a question on which node should decide if the F1-transport migration can be skipped. The moderator believes that this is handled in Q5.1
[Moderator Comments] In case of Full Migration, the trigger for context migration is acknowledged by companies providing comments. The moderator understands that the companies in “Partial Migration” camp is not ready to provide comment. Thus, the proposal will be given in case of supporting Full Migration. 

Based on the above discussion, the moderator gives the following proposals:
Proposal 3-5a: For Partial Migration, the F1-transport migration can be performed after the cell switch of the boundary IAB-MT. FFS on the trigger for the F1-transmport migration.
Proposal 3-5b: For Full Migration, the trigger for context migration is needed after F1 setup towards target donor CU. 

----------------------- End of Summary ----------------------------

Dedicated issues for IAB-MT Migration method
In this meeting, contributions [6](Samsung), [7](ZTE), and [10](Lenovo) address some issues dedicated for the IAB-MT Migration method. 
· Migration of F1 transport path 
This procedure aims at providing information to the target donor CU so as to configure the routing and bearer mapping for the traffic of the boundary IAB node and descendant IAB node(s). Different from Full Migration method, such procedure does not require to change the configurations at the UE side since the PDCP hosting node of each UE/descendant IAB-MT does not change. Similar, this procedure can be applied to topology redundancy. Thus, the moderator gives the following proposal:
Potential proposal 4-1: the UEs accessing to the boundary IAB node and descendant node(s) should not be impacted by the migration of F1 transport path. 
Q4-1(MigF1Trans): Please provide view to Potential Proposal 4-1. 
	Company
	Agree/disagree
	Comments

	Samsung
	Agree
	

	Ericsson
	Modified proposal
	Potential proposal 4-1: the descendant node(s) and the UEs accessing to the boundary IAB node and descendant node(s) should not be impacted by the migration of F1 transport path.

	Qualcomm
	Agree
	

	Nokia
	Agree
	

	Huawei
	Agree 
	

	ZTE
	Agree 
	

	CATT
	Agree 
	

	Fujitsu
	Disagree
	It’s depends on whether the common inter-donor transport scheme discussed in Q3-1 is always supported by the boundary node. 
If the capability of inter-donor transport is not supported in boundary node, descendant nodes are still affected inevitably because the IP address should be re-configured.

	AT&T
	Agree
	

	Google
	Agree
	



----------------------- Summary ----------------------------
10 companies provide comments. 8 companies agree the Potential Proposal 4-1. 1 company provides a revision. 1 company disagree the proposal since it depends on Q3-1.
[Moderator comments] the revision from E/// is based on the assumption that the discussion in Q3-1 has agreed to not affect the descendant nodes for the inter-donor topology transport mechanism, which is still under discussion. The moderator wants to remind companies that this proposal is focused on the UEs accessing to the boundary IAB node and descendant nodes. 
Based on the majority view, the moderator gives the following proposal:
Proposal 4-1: the UEs accessing to the boundary IAB node and descendant node(s) should not be impacted by the F1 transport path migration. 
----------------------- End of Summary ----------------------------

· Resource coordination
Since the parent node of the boundary IAB node belongs to the target donor CU, the resource coordination is inevitable between source donor CU and target donor CU. The moderator believes that the detailed discussions can be addressed in CB: # 42_IAB_ResMPX. Thus, the moderator gives a general proposal:
Potential proposal 4-2: in case of IAB-MT Migration method, the resource coordination between the source donor CU and target donor CU is needed. FFS on the detailed resource coordination schemes. 
Q4-2(ResCoord): Please provide view to Potential Proposal 4-2. 
	Company
	Agree/disagree
	Comments

	Samsung
	Agree 
	

	Ericsson
	Disagree
	If this is outside the scope of this CB, as stated above, why do we have a proposal at all?
There is a dedicated comeback for this, so we discuss it there.

	Qualcomm
	Agree
	

	Nokia
	
	This is a general issue, also for inter-Donor redundancy. Can be covered by CB#42.

	Huawei
	See comments
	Basically, we agree the principle of this proposal. But we are fine to discuss it in CB #42.

	ZTE
	Partially agree 
	Resource coordination is needed not only in case of IAB-MT Migration method, but also in gradual migration in Full Migration method where migrating IAB-MT and collocated DU are controlled by different donor CUs in intermediate stage. 

	CATT
	
	RAN1 should work on it

	Fujitsu
	Agree
	

	AT&T
	Agree
	Can be discussed in CB #42



----------------------- Summary ----------------------------
9 companies provide comment. In general, companies agree that the resource coordination is needed for multiple scenarios, which is discussed in CB#42 in details. 
[Moderator comment]The moderator understands that the details will be discussed in CB#42. Here, it is a general agreement. It seems that the necessity of resource coordination is a common understanding among companies. 
Based on above discussion, the following proposal is given:
Proposal 4-2: the resource coordination is needed between two donor CUs for Partial Migration and inter-donor topology redundancy.
----------------------- End of Summary ----------------------------

· Solutions to resolve a chain of boundary IAB node
In Contributions [4](Samsung) and [5](Qualcomm), two scenarios resulting a chain of boundary IAB node are given for the IAB-MT Migration method, which are also shown in above Fig. 1 and Fig. 2. To resolve this issue, Full Migration method may be one solution. Specifically, when an IAB-MT Migration (e.g., IAB6-MT migration in Fig. 1, IAB2-MT migration in Fig. 2) results in a chain of the boundary IAB nodes, the target donor CU (IAB Donor CU1 in Fig. 1 & Fig.2) can trigger the Full Migration method for the migrated IAB node.
Q4-3(ChainOfBoundary): Please provide view on the solutions for the chain of boundary nodes shown in Fig. 1 and Fig. 2 when performing IAB-MT Migration method. 
	Company
	Comments

	Samsung
	To support Full Migration method. 

	Ericsson
	Once again, these are made-up scenarios. Even without the full-migration vs proxy-based discussion, we would still be reluctant to discuss this. As argued in the Q2-1:
· What are the odds that, after setting up proxy-based offloading to another CU, multiple subsequent links below the boundary node will fail/experience bad radio conditions? Traffic congestion and mmWave link hiccups are temporary events. What are the odds of a temporary event and a rare + temporary event coinciding?
· What are the odds of IAB network being deployed at the border of 3(!) CUs? Should this unlikely scenario be addressed in Rel17? A lot of work is needed to just enable the basic (2 CU) scenarios.
I suppose the intention with these made-up scenarios is to improve the position of full migration-based solution. Instead of wasting our energy on this, let us see if the pain points of full migration can be addressed or not.

	WI Rapporteur
	As discussed in Q2.1: 
1. We need to support DU migration.
2. We need to support a chain of boundary nodes.

	Nokia
	Agree with Ericsson. 

	Huawei
	Agree with Ericsson. 
Besides, the solution for inter-donor routing is still under discussion, we are not sure whether the solutions can apply to the case that the inter-donor routing with more than two topology fragments or not. If not, it is easy to avoid such corner case by IAB donor’s proper implementation, e.g. reject the second HO request.  

	ZTE
	As stated in Q2-1, it is preferred to concentrate on the typical scenario where only two donor CUs are involved and the chain of boundary nodes needs to be avoided. Source donor CU could determine whether Full Migration method is performed based on the topology and try to avoid the chain of boundary nodes. And the migration of migrating IAB-DU and descendant nodes/UEs could be triggered upon the source donor CU detects that a chain of boundary nodes occurs. 

	CATT
	support DU migration to address a chain of boundary nodes

	Fujitsu
	Full migration method is needed.

	AT&T
	Agree with comments by WI Rapporteur

	Google
	Full migration method is needed



----------------------- Summary ----------------------------
10 companies provide comments. It is the same situation as discussed in Q2-1. 
The moderator decides to not produce any proposal for this. 
----------------------- End of Summary ----------------------------

Dedicated issues for Full Migration method
The moderator understood that the support of Full Migration method is not decided yet. The companies in the camp of “IAB-MT Migration method” may feel the discussions in this section is meaningless. However, as indicated in Section 3.2, both camps face several technical issues to be resolved. To make progress, the moderator encourages all companies provide technical comments in order to solve the issues listed in this section. 
· The triggering of Full Migration method
In order to perform Full Migration method, the boundary IAB node should know whether the F1 setup procedure should be triggered or not. This may include the following aspects:
· Decision maker for performing Full Migration method
Contribution [2] (Qualcomm), [3](Nokia), [6](Samsung), [7](ZTE), and [9](KDDI) address this issues, which includes the following options:
· Option 1: source IAB donor CU
· Option 2: target IAB donor CU 
· Option 3: top-level migrating IAB node
                To determine the decision maker, the reason of triggering Full Migration method should be clear. One possible reason is that the source IAB-donor CU is overloaded, which is known by the source donor CU. Another reason is that topology of the target donor CU, i.e., whether the IAB-MT Migration method can result in a chain of boundary IAB node as indicated in [4][5]. 
               After determining the decision maker, the signalling can be determined. For example, in case of option1, the RRC or F1AP can be used from source donor CU to the boundary IAB node; in case of option 2, the target IAB donor CU can send the migration method to the boundary IAB node via the source donor CU.  
· When to make decision
Contributions [2] (Qualcomm) [6](Samsung),  [7](ZTE), [8](Fujitsu), and [9](KDDI) address this issue, and it may have the following options:
· Option 1: during the procedure of performing the IAB-MT Migration method, i.e., the decision is sent to the boundary IAB-MT via the Handover Command message
· Option 2: Some time later after the procedure of performing IAB-MT Migration method
Q5-1(TriggerFullMig): Please provide view to the following questions:
a. Which of the above three options is selected as the decision maker of Full Migration method? 
b. Which of the above two options is selected w.r.t “when to make decision”? 
c. Based on the answers to the above two questions, please also indicate the signalling design for triggering the procedure of performing Full Migration method. 
	Company
	Comments

	Samsung 
	a. Option 2
b. Both options can be allowed 
c. The following signalling design can be considered:
· The target donor CU signals the decision of the migration method, i.e., IAB-MT migration method or Full Migration Method
· The source donor CU can send the requested migration method to the target donor CU. The reason is that the source node may select the migration method based on its own status (e.g., source donor CU is overloaded)

	Ericsson
	a. b. c. None. As the moderator pointed out, we cannot discuss the details of full migration at this point. If we are going for full migration, then our proposed way forward is to discuss the approach based on two virtual DUs. 
We also wonder in which way does the Nokia paper [3] argue in favour of DU migration? The above text may sound as if the paper [3] is behind at least one of the 3 options.

	Qualcomm
	We need to differentiate:
· The IAB-node can have simultaneous F1-C connections with 2 CUs using the principle of logical DUs. Each CU may provide its own DU configuration.
· Since both CUs share the same PLMN ID, the IAB-DU’s active cells can only broadcast one NCGI at a time. This implies that the IAB-DU must switch the NCGI broadcast via SIB at some point in time. At this point in time, it should also switch to the cell configuration of the target CU. In other words, the DU cannot simultaneously support both cell configurations on the air interface. 
There is no problem here. The only problem is how the UEs and child MTs handle the switch of the cell configurations. 
On Ericsson’s comment: Indeed, support for two logical DUs is necessary. But this is not the topic of this Q5.1.

	Nokia
	The questions in this section assumes full migration. 
Agree with Ericsson.

	Huawei
	Share view as Ericsson and Nokia to not discuss the details for the full migration at this stage, before we confirmed that the IAB-DU migration will be supported.

	ZTE
	A. source IAB donor CU could determine the migration method, e.g. based on overload status, topology info, etc.  
B. Source donor CU could trigger IAB-DU migration whenever after MT migration. 
C. Source donor CU could trigger IAB-DU to initiate the F1 setup procedure towards target donor CU via RRC or F1AP message. No coordination between source and target donor CU on the migration method is needed. 


	CATT
	A. option 1:  IAB-DU migrates to target donor CU (new F1 setup) or routed F1 via target path should depend on source CU. Since the source CU has the full information to make a decision e.g., source CU knows that whether source link tend to recovery, and load information including itself and the target donor. And then source CU informs IAB-DU to trigger F1 setup procedure to target CU via F1 or RRC for DU migration.
B: option 1. Source CU should decide whether routed F1 via target path or F1 setup before/once MT migration successful. Otherwise, it will lead to service interruption 

	Fujitsu
	a. Option 1, source donor-CU can request for full migration or MT migration during handover preparation phase.
b. Option 1.
c. The decision and configuration for full migration can be conveyed by the RRC handover command message.

	Google
	a. option 2 (target donor to make admission control)
b. option 1
c. agree with Fujitsu



----------------------- Summary ----------------------------
9 companies provide comment. 3 companies in “Partial Migration” camp do not provide response to the questions. For the remaining 6 companies, the comments for the following 3 questions are summarized as:
a. Which of the above three options is selected as the decision maker of Full Migration method?
· Option 1 (source IAB donor CU): ZTE, CATT, Fujitsu
· Option 2 (target IAB donor CU): Samsung, Google
· Option 3 (the boundary IAB node): 
b. Which of the above two options is selected w.r.t “when to make decision”? 
· Option 1 (during performing Partial Migration): Samsung, CATT, Fujitsu, Google
· Option 2 (after Partial Migration): Samsung, ZTE
c. Based on the answers to the above two questions, please also indicate the signalling design for triggering the procedure of performing Full Migration method. 
4 companies provide diverse comments. 

[Moderator Comment] The moderator understand that any proposal for this is not desirable. However, in case of taking technical discussion, this issue can be discussed in the future. 

(To be continue …) For Full Migration, 
· Which node decides the migration method (Partial Migration, Full Migration)?
· When to decide the migration method?
----------------------- End of Summary ----------------------------

· Two logical IAB-DUs 
Contributions [1](Ericsson), [3](Nokia), [6] (Samsung), [7] (ZTE) and [12](Huawei) address this issue. In order to support Full Migration method, the boundary IAB node and descendant IAB nodes may need keep the F1-C connection with both source donor CU and target donor CU. To align with the principle of one F1-C connection for one gNB-DU, RAN3 has agreed that “It is not precluded for an IAB node to have simultaneous F1 interfaces to 2 donor CUs using the concept of separate logical IAB-DUs in the same physical node”. Thus, the IAB node can be controlled by two different donor CUs with the shared radio resource. The resultant issue is how to avoid the conflict configuration between two donor CUs towards the same radio resource. In moderator’s understanding, the F1-C connections of the boundary IAB node and descendant nodes can have three periods:
· Period 1: before F1 setup to target donor CU, the F1 connection terminates to the source donor CU; 
· Period 2: after F1 setup to target donor CU and before the completion of context migration, the F1 connections terminate to both the source donor CU and target donor CU
· Period 3: after the completion of context migration, F1 connection terminates to target donor CU
Apparently, two logical DUs are launched in Period 2. Due to the radio resource sharing, the source donor CU and target donor CU should not cause the configuration conflict. 
Q5-3(AodConfigConflict): Please provide view on the method of avoiding the configuration conflict when two logical IAB-DUs are launched. 
	Company
	Comments

	Samsung 
	Restrict the F1-C functionality at the source CU after F1 setup towards the target donor CU. 
Specifically, after the F1 setup towards target donor CU:
1) the source donor CU is only allowed to send RRCReconfiguration message (i.e., HO command), and the other F1-C functionalities are completely moved to target donor CU
2) for an UE, the F1-U tunnels are kept at source CU until establishing UE context with the target donor CU.


	Ericsson
	Similar view as Samsung, during Period 2, the traffic to/from the DU connected to old donor should be primarily the control traffic enabling the migration.  

	Qualcomm
	We need to differentiate:
· The IAB-node can have simultaneous F1-C connections with 2 CUs using the principle of logical DUs. Each CU may provide its own DU configuration.
· Since both CUs share the same PLMN ID, the IAB-DU’s active cells can only broadcast one NCGI at a time. This implies that the IAB-DU must switch the NCGI broadcast via SIB at some point in time. At this point in time, it should also switch to the cell configuration of the target CU. In other words, the DU cannot simultaneously support both cell configurations on the air interface. 
There is no problem here. The only problem is how the UEs and child MTs handle the switch of the cell configurations. 

	Nokia
	This resource conflict issue is in RAN1/2/4 scope.

	Huawei
	It is unclear to us of the intention of this question, which configurations are discussed in this question for “the configuration confliction”, does it mean the radio resource configuration for the IAB-DU?  If yes, to avoid the configuration conflict, only one set of configuration should be activated.  Then the consequent issue is that multiple UEs and descendant nodes receives HO command in different time, so when should the IAB-node switch the configuration for cells served by its DU part? And how to deal with the case that the UE/descendant nodes receives HO command but the parent DU’s cell has not switch to the target configuration? 

	ZTE
	Firstly, we would like to clarify that there is no need to have two logical DUs in nested migration sequence in Full Migration method. In nested sequence, the RRC Reconfiguration Complete messages from descendant nodes are sent to target donor CU in top-down sequence after RRC Reconfiguration messages to UEs and IAB-MTs are successfully delivered. So F1 connection with target donor CU could be established after F1 connection with source donor CU is released. 
On the other hand, the conflict configuration issue doesn’t exists as pointed out by QC, since it was agreed in RAN3#110-e meeting that given that the IAB-DU cells can only be configured by one donor at a time, the timing for the switching of such cells with respect to the migration of the collocated IAB-MT are FFS. 

	CATT
	Agree with SS’s comments, but we should align the timing of UE context transfer first i.e., after IAB node migration.
Furthermore, agree with ZTE that no two logical DU is required in nest procedure. It seems an ideal scenario, which means that all F1 setup procedures of IAB node are performed together or in the small time intervals

	Fujitsu
	The cell configuration should be switch after RRCReconfiguration messages for child nodes and UEs are delivered. After the cell switching, the old F1-C connections should not be used.


  
----------------------- Summary ----------------------------
8 companies provide comments. 3 companies indicate that after F1 setup towards target donor CU, the traffic to/from the DU connected to old donor should be primarily the control traffic enabling the migration, e.g., RRCReconfiguration message. 1 company indicates that this needs RAN1/2/4 input. 1 company questions the intention of this discussion. 2 companies indicate the two logical IAB-DUs are not needed in case nest procedure is used for Full Migration. 
[Moderator comment] It can be observed companies are not ready for reach any proposal for two logical DUs. However, to support the Full Migration, two logical DUs can be the starting point for technical discussion. This has been covered in Q2-1. Thus, the moderator will not produce any proposal for this. 
----------------------- End of Summary ----------------------------

· Cell management
Contributions [2](Qualcomm), [6](Samsung), [11](InterDigital), and [12](Huawei) address this issue. During the IAB-DU migration, the serving cells at the IAB-DU should be switched from the source donor CU to the target donor CU. Apparently, the NCGI for each cell should be changed since the serving gNB is changed. For PCI, the contributions indicate that both PCI change and PCI unchanged are possible. Thus, we can face the following three cases:
· Case 1: NCGIs and PCIs of all serving cells are changed
· Case 2: NCGIs of all serving cells are change, while PCIs of partial serving cells are changed
· Case 3: NCGIs and PCI of all serving cells are unchanged
The moderator understood that the impact of NCGI and PCI change towards the UE need other WGs’ inputs. However, the network side impacts should be evaluated by RAN3. The big impact to RAN3 is mainly related to the PCI change since the UEs accessing to the serving cell with PCI change will lose the connection and re-establish the connection with new cell. Such impact may include the following aspects:
· PCI change triggering
Contribution [2] indicates three options, 1) source donor CU triggering, 2) target donor CU triggering, and 3) IAB node. 
· Timing of PCI change
This aspect includes 1) before or after UE handover, 2) PCI change for multiple cells at one time, 3) PCI change is performed cell-by-cell. For 1), contribution [2] indicates that the PCI change is performed after performing the UE handover. 
· UE handover 
For the serving cell with PCI change, the CHO can be applied to the UEs accessing those cells [2]. 
Q5-4(PCIChange): Please provide view for the following questions:
a. Which of the above three cases is/are supported?
b. Is there any impact to RAN3 if NCGI of the serving cell is changed?
c. What’s the impact of PCI change to RAN3? What’s the solution?(Aspects for consideration can include but not limit to, PCI change triggering, timing of PCI change, UE handover, ect. )
	Company
	Comments

	Samsung
	a. Three cases can be supported
b. No impact 
c. The following impacts can be considered:
· PCI change triggering
Target donor CU triggers the PCI change. The reason is that the target donor CU knows exactly whether the CHO preparation is ready for the UEs under the serving cell with PCI change
· Timing of PCI Change
PCI change is triggered after the CHO preparation. Moreover, the PCI change can be realized cell-by-cell. 
· UE handover 
CHO can be applied for the UEs under the serving cell with PCI change. 

	Ericsson
	a. We assume that Case 1 is the only valid case (provided that RAN3 decides that full migration is specified)
b. No RAN3 impact, nor is it RAN3’s scope to decide on this. 
c. First, we disagree that UEs are configured with CHO. Second, we are missing the point here: we are talking about when to do PCI change, ignoring the fact that PCI change will cause connection losses downstream unless we have 2 simultaneously active DUs in the IAB node, and the discussion should progress in the direction of 2 virtual DUs in one IAB node. Also, we should not forget the potential need to change DL frequency configurations.

	Qualcomm
	a. NCGI always as to change as we already agreed. PCI can change for all, a few or none of the cells.
b. Only NCGI is changed, PCI is the same. NCGI is broadcast in SIB1. If NCGI is changed in SIB, UEs can perform SIB update. The UE still has to perform a reconfiguration with resync for security update but that could happen at any time. The question is if UEs do support SIB update with NCGI change.
c. Both NCGI and PCI are changed. In this case, UE needs to perform HO or CHO. 
If HO is used: The HO command must include the new PCI, but it must be delivered via the old PCI. This means that the PCI switch needs to occur after HO command delivery. When the UE has received the HO command, it will immediately try to acquire the new PCI. If the PCI switch is not conducted right after the delivery of the HO command, the UE’s acquisition of the new PCI will fail. However, the network has to deliver HO commands to all UEs on the old PCI, which will take some time before PCI can actually be switched.
If CHO is used: The CHO command includes the new PCI. The PCI can be switched at any point in time after all UEs have received the CHO command. Switching of CHO will trigger execution of CHO. 
We should liaise RAN2 on b and c.

	InterDigital
	a. Case 1 should be supported. If case 1 is supported, then the others are sub cases, and supported automatically.
b. Even if the PCI part of the NCGI is kept the same and only the gNB ID part is changed, that may cause a problem with regard to neighbour cell measurements. For example, assume the PCI of a cell of the migrating IAB DU is x and a UE in a neighbour cell has been measuring it, and the NCGI of this cell has a gNB ID of g1. The serving gNB of the UE has a neighbour relations table where it has marked a cell with PCI x to belong to gNB g1.  Now if the IAB node migrates and gets assigned a new NCGI (e.g., gNB iD of g2, pci still x), the UE will still be oblivious to this change (as it won’t check the CGI until it is instructed by the gNB). When the UE sends a measurement, report related to a cell with pci x (e.g., based on A3 event) the serving gNB will think that this cell belongs to gNB g1, and may try to send a HO command to gNB 1, which will fail because gNB1 no more serves the cell with PCI x.  How to handle this needs some RAN3 discussion
c. the simplest approach that also has the least standardization impact will be to just change the PCI of the IAB DU, which will result in the children UEs and IAB-MTs to trigger re-establishment to the same cell which is now using the same PCI. However, this is very inefficient and will cause unnecessary service interruption for a multitude of UEs (specially in a multi-hop setting). Changing the PCI before or after handover will not change anything, there will still be re-establishment. A better approach is to inform the children (at least the IAB-MTs, if we don’t want to make UE specific changes in rel-17) that such a change is happening (i.e. PCI is changing form old PCI to new PCI), so that they consider a cell with the new PCI (once the change has occurred) as the same cell as with the old PCI, and thereby avoid re-establishment, and also apply the required security key change, as the PCI is one of the parameters used to derive the security keys

	Nokia
	The questions in this section assumes full migration.  
Just in case full migration is used,
a. NCGI is always changed. 
b. NCGI is sent in User Location Information to CN. So CN need to be informed about the NCGI (e.g. QoS, policy related to ULI) via existing UE-associated NGAP procedure. But this affects all connected UEs, so it can cause NGAP signalling storm. This is also a reason to not perform IAB-DU migration.
c. due to the change of Donor, the UE need to be configured with new key. All connected UEs need to be reconfigured! 

	Huawei
	a. NCI will change, while the PCI may not need to be changed for all cells.
b. Anyway UE and child IAB-MTs need to perform reconfiguration with sync to update the security key with new IAB donor. If NCGI is changed, an issue is how to set the target cell global ID in the HANDOVER REQUEST message from the source CU to the target CU for the UEs and child IAB-MTs. Agree with QC that the NCGI change also has problem of how to let the UE and child IAB-MT be aware of such change, which should be RAN2 scope.
c. PCI change will result in HO for all the UEs and child IAB-MTs，so the timing of PCI change is important. As mentioned in our feedback for Q5-3 and Q2-1, the consequent problem is some UEs may receive HO command before the parent DU’s cell switching (includes the PCI change), what's the consequence of such case? So the PCI change issue seems more like RAN2 issue. 



	ZTE
	a. Case 1 and case 2 need to be supported considering that NCGI is always changed after DU migration. 
b. No RAN3 impact. 
c. Signaling for triggering PCI change by source donor CU needs to be discussed in RAN3, e.g. via RRC or F1AP message. 


	CATT
	a. We support all three cases but why do we restrict changing the PCI of part of the service cell in case 2?
The PCI can be changed. This is also the reason why we should support CHO in descendant node. We can pre-configure the PCI of parent node to descendant node. When the measurement of this PCI cell meets the condition, the CHO would be triggered. 
b. no RAN3 impact, but we should LS RAN2 about we support these three cases.
c. target IAB-donor CU/ IAB-donor CU decides whether to reconfigure IAB-DU cell after IAB-node migration

	Fujitsu
	1. All three cases can be supported.
1. The UE and descendant nodes may update security key if Donor-CU is changed according to the NCGI. 
1. The following impacts can be considered:
Source donor CU or migrating node triggers the PCI change. Because the PCI should not be changed before the RRC reconfiguration messages delivering which is in control of the source donor CU.
Timing of PCI Change should be after the RRC reconfiguration messages being delivered by source donor for the descendant nodes and UEs.
CHO can be applied for the UEs under the serving cell with PCI change.

	AT&T
	1. NCGI and some, all or no PCI change cases can be supported
1. No RAN3 impact
1. UE HO or CHO

	Google
	a. NCGI and the PCI change cases can be supported
b. Seems no
c. UE HO or CHO



----------------------- Summary ----------------------------
11 companies provide comment. 
a. Which of the above three cases is/are supported?
· Case 1: NCGIs and PCIs of all serving cells are changed
Samsung, E///, Qualcomm, Interdigital, Huawei, ZTE, CATT, Fujitsu, AT&T, Google
· Case 2: NCGIs of all serving cells are change, while PCIs of partial serving cells are changed
Samsung, Qualcomm, Huawei, ZTE, CATT, Fujitsu, AT&T, Google
· Case 3: NCGIs and PCI of all serving cells are unchanged
Samsung, CATT, Fujitsu, AT&T, Google

[Moderator Comment] The majority view indicates that NCGI change is needed for all cells. Meanwhile, the PCI change should be supported. The rest issue is whether PCIs of all cell should be changed or not. The moderator considered that once PCI change for partial cells is supported. The PCI change for all cells can be supported as well.  

b. Is there any impact to RAN3 if NCGI of the serving cell is changed?
No RAN3 impact: Samsung, Ericsson, ZTE, CATT, AT&T, Google
RAN3 impact: Interdigital

[Moderator Comment] Interdigital indicates some potential impact to RAN3, e.g., measurement reporting. Since this NCGI change is still at the initial stage, we don’t need to rush into agreement on RAN3 impact, although majority claims that no impact. 

c. What’s the impact of PCI change to RAN3? What’s the solution?(Aspects for consideration can include but not limit to, PCI change triggering, timing of PCI change, UE handover, ect. )
[Moderator Comment] This question is related to Stage 3 details. Current comments seem to be diverse. So, the moderator would not rush into some proposal. However, it can be foresee that in case of changing NCGI/PCI, RAN2 involvement is needed. 

Based on the above discussion, the moderator gives the following proposal:
Proposal 5-4a: For Full Migration, the boundary IAB-DU and descendant IAB-DU(s) supports the following for its serving cells:
- NCGI of all service cells are changed 
- PCI of some or all cells can be changed
Proposal 5-4b: Liaise RAN2 on Proposal 5-4a.  

----------------------- End of Summary ----------------------------


· F1 setup procedure
Contribution [6](Samsung) address this issue. In general, the legacy F1 setup procedure can be considered:
· Step 1: the IAB-DU download the OAM configuration
· Step 2: the F1 Setup Request message is used to indicate the serving cell configurations to the IAB donor CU. At this moment, the serving cells at the IAB-DU are in out-of-service status. 
· Step 3: the F1 Setup Response message is used to activate the serving cells, which allows to change PCI of serving cell.  
However, the IAB-DU migration has some difference in following aspects:
· Whether OAM configuration downloading is needed or not. 
· Before setting up F1 interface, some of serving cells at the IAB-DU side are in “in-service” status
· The NCGI of all those serving cells should be changed
· PCIs of some or all serving cells in “in-service” status may be changed
Those difference may result in some enhancements to the legacy F1 setup procedure. 
Q5-5a(F1Setup): Please provide view to the following questions for the F1 setup procedure:
a. Whether OAM downloading is needed or not?
b. How to reflect the serving cells which are in “in-service” status?
c. How to support the NCGI change in F1 Setup Procedure?
d. How to support the PCI change in F1 Setup Procedure?
	Company
	Comments

	Samsung 
	a. OAM downloading is not precluded
b. The status of the serving cells (in-service, out-of-service) can be indicated in F1 Setup Request message 
c. F1 Setup Request message can include the old and new NCGI
d. The F1 Setup Response message already allows to activate cells by changing the PCI, which can be reused.


	Ericsson
	a.-d. Once again, we need to focus on what is important, and what is important is: how do the proposed options avoid connection losses due to PCI/DL frequency/NCI change?

	Qualcomm
	a. OAM is never precluded and always out-of-scope. 
b. F1 Setup Request can include an “already activated” indicator for every served cell reported. It should also include the source NCGI and PCI (see Q5-5).
c. The new NCGI should be included in the F1 Setup Response.
d. PCI change is already included in F1 Setup Response. 

	Nokia
	The questions in this section assumes full migration.  
Just in case full migration is used,
a. OAM is always possible, and needed to configure IAB-DU configurations (unless it is same for connecting with source Donor-CU, and with target Donor-CU, but this may be not guaranteed)
b. both Donor-CU know this is migration for an IAB. So no need any other indication.
c. via F1 Setup.
d. via F1 Setup. 

	Huawei
	a. OAM downloading is not precluded. 
b. source donor can indicate the activated cells to the target donor. 
c-d, not clear about the intention for the two issues, there is no conclusion on the NCG change and PCI change, why we can discuss how to support them in some specific stage 3 procedure?? 
We tend to agree with Ericsson, it is not suitable to discuss these detailed issues even when we does not has consensus on the IAB-DU migration can be supported for  high level migration procedure. It is meaning less to discuss such stage 3 details.  

	ZTE
	a. OAM downloading should not be precluded. 
b. “in-service” status could be included in F1 setup request message. 
c. Old and new NCGI could be included in the F1 setup response message. 
Agree with Samsung and QC, PCI change is already supported via F1 Setup Response message. 

	CATT
	a. OAM is definitely needed
b. F1 Setup Request message
c. The new NCGI should be included in the F1 Setup Response. 
Old NCGI need not to be included in F1 setup request. 
d. including new PCI in F1 setup response 

	Fujitsu
	a. OAM is not precluded. 
c. The new NCGI should be included in the F1 Setup Response.
d. PCI change is already included in F1 Setup Response.

	AT&T
	a. OAM is not precluded
b. In F1 Setup Request
c. Include in F1 Setup Response
d. Include in F1 Setup Response

	Google
	a. OAM is not precluded
b. In F1 Setup Request
c. In F1 Setup Response
d. In F1 Setup Response 



----------------------- Summary ----------------------------
10 companies provide comment. 1 company did not provide details comments for each question due to Full Migration support is not decided yet. 
a. Whether OAM downloading is needed or not?
Not preclude:  Samsung, Qualcomm, Nok, Huawei, ZTE, Fujitsu, AT&T, Google

b. How to reflect the serving cells which are in “in-service” status?
Provide serving status in F1 Setup Request message: Samsung, Qualcomm (also source NCGI, PCI), ZTE, AT&T, Google
No need any indication: Nok
Source donor to target donor: Huawei

c. How to support the NCGI change in F1 Setup Procedure?
F1 Setup Request message by including old/new NCGI: Samsung
F1 Setup Response message: Qualcomm, ZTE, Fujitsu, AT&T, Google

d. How to support the PCI change in F1 Setup Procedure?
Reuse F1 Setup Response message: Samsung, Qualcomm, ZTE, Fujitsu, AT&T, Google
[Moderator comment] Question a have consensus among companies except one. For others, some discussion may be needed. 
Based on the above discussion, the moderator gives the following proposal:
Proposal 5-5a: For Full Migration, the boundary IAB-DU and descendant IAB-DUs can download OAM configuration before establishing F1 with the target donor CU. 
(To be continue…) For F1 Setup procedure towards target donor CU
· How to reflect the serving cells which are in “in-service” status?
· How to support the NCGI change in F1 Setup Procedure?
· How to support the PCI change in F1 Setup Procedure?

----------------------- End of Summary ----------------------------


·   Context migration
Such Context migration is mainly referring to migrate the UE context from the source donor CU to the target donor CU. Contribution [2](Qualcomm), [6](Samsung), [7](ZTE), and [8](Fujitsu) address this issue. Since the PDCP hosting node is changed for the UEs, the legacy handover procedure can be considered as the baseline. The following issues may deserve some discussions:
· Target cell
In legacy Handover procedure, the target cell is selected by the source donor CU. However, the target cell is located at the IAB-DU, which is not known by the source donor CU based on the legacy scheme. Thus, a scheme for deriving the new target cell is needed. 
· UE context derivation at the IAB-DU
At the target donor CU side, the UE context setup procedure will be triggered with the IAB-DU, which already has UE context. However, the legacy procedure cannot trigger the IAB-DU to find the UE context. Thus, a scheme for UE context derivation may be needed. 
· CHO handover triggering
In case of PCI change, the CHO handover is a candidate for context migration. However, to trigger the CHO preparation, the source donor CU should be aware of the serving cells with PCI change. 
· Handover Command message transmission
In legacy handover, the Handover Command message is sent via the source donor CU. The moderator considers that the inter-topology transfer path are still available during context migration, the source donor CU can use the target path to send the Handover Command to the UE. It seems that no enhancement is needed. 
Q5-5b(CntxtMig): Please provide view to the following questions by using the legacy handover procedure for context migration as the baseline:
a. How to set the target cell ID in the Handover Request message?
b. How to derive the UE context at the IAB-DU when target IAB donor CU performs the UE context setup procedure?
c. How to trigger the source donor CU to perform the CHO?
d. Is any enhancements needed for Handover Command transmission? (The moderator understands that Handover Command can be transmitted from the source donor CU via the target path. No enhancement is needed.) 

	Company
	Comments

	Samsung 
	a. Target donor CU provides the new target cell ID before handover. Then, legacy HO procedure can be applied
b. Handover preparation procedure can include the UE’s F1AP ID. After that, the target donor CU can provide the UE’s F1AP ID in the source side to the IAB-DU 
c. Target donor CU triggers CHO. 
d. No enhancement


	Ericsson
	Once again: this is irrelevant right now. Service interruption!

	Qualcomm
	a. The IAB-node obtains the old-to-new PCI/NCGI mapping from F1 Setup Procedure with the target CU. It then needs to inform the source CU about the completion of the F1 Setup Procedure so that the CU can start the CHO preparation (see bullet c below). The IAB-node can include the old-to-new PCI/NCGI mapping into this message to the source CU. 
b. Agree with Samsung: HO preparation includes the UE’s F1AP ID.
c. The IAB-node sends an F1-Setup-completion indication to the source donor, which can trigger CHO preparation (see bullet a.).
d. No enhancement needed since IP address for target path and UL mapping toward target donor DU is already configured on IAB-node.

	Nokia
	The questions in this section assumes full migration.  
Just in case full migration is used,
a. there may be multiple options. 1) IAB-DU is configured by OAM for the new cell ID. IAB-DU provide the cell ID mapping to source Donor-CU, so source CU reuses existing HO procedure.  2) IAB-DU get the new cell ID from target CU during F1 Setup, then IAB-DU provide the mapping to source, … 
b. Agree with Samsung. In case the UE context needs to be migrated to target CU, the UE context and F1 UE context can be transferred from Source CU to target CU, to avoid the F1AP UE context transferred via BH.
 c. not sure about the question. Does it mean when source Donor-CU initiate the CHO preparation procedure for the UE? if so, it can be initiated, e.g. after the IAB-DU setup F1 with target CU. 
d. maybe no enhancement. Too early to discuss it. 

	Huawei
	Share view with Ericsson. Too early to touch these stage 3 issues at current stage, before we get confirmation from other WGs and found some elegant way to support IAB-DU migration. 

	ZTE
	a. New cell ID could be sent from IAB-DU or target donor, or souce donor CU could include source cell ID in the Xn handover request message.
b. Agree with Samsung that UE F1AP ID shall be included in the UE context which is transferred from source donor CU to target donor CU. 
c. it can be triggered by target donor CU or IAB-DU after F1 connection is established between IAB-DU and target donor CU.
d. No enhancement. 


	CATT
	A. 
Option 1: OAM is definitely needed. And then IAB node sends the new cell ID to source donor CU.
Option 2: new cell ID is sent from target donor CU to IAB node via F1 setup procedure And then IAB node sends the new cell ID to source donor CU.
Option 3: target donor CU sends the new cell ID to source CU
B. source CU sends F1’s UE ID to target CU, target CU obtains UE context from source CU
C. pre-configuration of PCI to descendant node. 
Or CHO is triggered by target CU or CHO is trigger by IAB DU. The intention is that the source CU needs to know the PCI change 
D. no enhancement, but the first step should make sure that IP address of target donor DU is known by boundary node and source donor CU first

	Fujitsu
	1. Agree with QC. Target donor CU provides the new target cell ID to source CU after F1 setup. Then, legacy HO procedure can be applied.
1. Handover preparation procedure can include the UE’s F1AP ID. After that, the target donor CU can provide the UE’s F1AP ID during F1 setup or UE context modification procedure to boundary DU for deriving the UE context. 
1. Target donor CU sends indication to source donor CU when F1 setup is completed and trigger the CHO preparation. 


	AT&T
	Agree with QC

	Google
	Agree with Samsung



----------------------- Summary ----------------------------
10 companies provide comment. 2 companies are not ready for the discussion. 
a. How to set the target cell ID in the Handover Request message?
Target donor CU provides new target cell ID: Samsung, Nok, ZTE, CATT, Fujitsu, Google
IAB node provide information: Qualcomm, Nok, ZTE, CATT, AT&T

b. How to derive the UE context at the IAB-DU when target IAB donor CU performs the UE context setup procedure?
Include UE’s F1AP ID in Handover preparation procedure: Samsung, Qualcomm, Nok, ZTE, CATT, Fujitsu, AT&T, Google

c. How to trigger the source donor CU to perform the CHO?
Target donor CU triggers: Samsung, ZTE, CATT, Fujitsu, Google
IAB node trigger: Qualcomm, CATT, AT&T

d. Is any enhancements needed for Handover Command transmission? (The moderator understands that Handover Command can be transmitted from the source donor CU via the target path. No enhancement is needed.) 
No enhancement: Samsung, Qualcomm, Nok, ZTE, CATT, AT&T, Google
[Moderator Comment] Among the above 4 questions, the consensus can be reached for b and d among companies who provide feedback. 
Based on the above discussion, the moderator gives the following proposal:
Proposal 5-5b:  For Full Migration, the source donor CU can provide UE’s F1AP ID to the target donor CU when migrating UE context. 
(To be continue… ) To migrate UE context, the following issues can be further discussed:
· How to set the target cell ID in the Handover Request message?
· How to trigger the source donor CU to perform the CHO (if needed)?

----------------------- End of Summary ----------------------------


Overall inter-donor migration procedure 
In last meeting, RAN3 reached the following agreements:
	The procedure for inter-donor migration of a (top-level) migrating IAB-MT supports:
- reuse Xn handover procedure of the (top-level) migrating IAB-MT between two parent nodes connected to different IAB-donors, and
- the migration of F1 transport path for the collocated and all descendent IAB-DUs (i.e. the anchor nodes for the logical F1 connection do not change)
Inter-donor migration may terminate after top-level IAB-MT migration
WA:
migration of collocated IAB-DU after the migration of the (top-level) migrating IAB-MT, is not precluded
If collocated IAB-DU is migrated, the Inter-donor migration procedure involves, among others: 
- the establishment of an F1-C association to the target donor, and 
- the context migration of the IAB-DU’s UEs and child IAB-MTs to the target CU.


The above agreements indicate that the following components can be used for the inter-donor migration procedure:
· Component 1: Serving cell change of the top-level migrating IAB-MT, i.e., “reuse Xn handover procedure of the (top-level) migrating IAB-MT between two parent nodes connected to different IAB-donors”
· Component 2: migration of F1 transport path, i.e., “the migration of F1 transport path for the collocated and all descendent IAB-DUs (i.e. the anchor nodes for the logical F1 connection do not change)”
· Component 3: F1 setup of IAB-DU, i.e., “the establishment of an F1-C association to the target donor”. This is only applicable when IAB-DU migration is performed
· Component 4: Context migration, i.e., “the context migration of the IAB-DU’s UEs and child IAB-MTs to the target CU”. This is different from Component 2 since this one will result in the impact to the UEs and descendant IAB-MTs. The reason is that the PDCP hosting point is changed.  
In this meeting, contributions [2] (Qualcomm) [3](Nokia) [6](Samsung) [7](ZTE) show the example flow chart for migration procedure for Full Migration method, while contribution [12] (Huawei) gives the example flow chart for IAB-MT Migration method. In general, those flow charts contain the above components. In the following, the moderator will use those components to describe the inter-donor migration procedures
· Migration sequence 
In previous meetings, three candidate sequences, i.e., “top-down”, “bottom-up”, and “nested”, are given as follows:
· Bottom-up: RRC Reconfiguration and RRC Complete MSGs are delivered via source path.
· Top-down: RRC Reconfiguration and RRC Complete MSGs are delivered via target path.
· Nested: RRC Reconfiguration is delivered via source path and RRC Complete via target path.
Moreover, the procedure can be either Full migration or Gradual migration. 
As discussed in “The triggering of Full Migration method” in Section 3.5, the IAB-DU migration may be triggered at different time, at which the network may be in different states, as shown in Fig. 3:

Fig. 3
· The IAB-DU migration is triggered when the boundary IAB-MT is not migrated 
In this case, the boundary IAB node and all descendant nodes are terminated at the source donor CU. In this case, the above mentioned “bottom-up”, “top-down”, “Nested”, can be applied. Also, the above mentioned “Full migration” and “Gradual migration” can be applied. As an example, contribution [6] gives a unified procedure to incorporate the “IAB-MT Migration method” and the “Full Migration method” by applying gradual top-down sequence. 

Fig. 4
· The IAB-DU migration is triggered when the boundary IAB-MT is migrated
In this case, only the above mentioned “top-down” and “Gradual migration” can be applied. 
To cover the both network status when performing IAB-DU migration, the only applicable sequence is gradual top-down. Thus, the moderator gives the following potential proposal:
Potential Proposal 6-1: the migration sequence for Full Migration method is the gradual top-down, i.e., the boundary IAB-MT switches before all HO command sent to the descendent nodes; all HO command and all HO complete messages are transmitted via the boundary IAB-MT’s target path.
Q6-1(Sequence): Please provide view on the Potential Proposal 6-1. 
	Company
	Agree/Disagree
	Comments

	Samsung 
	Agree
	

	Ericsson
	Disagree
	We need first to discuss if full migration will be supported. 

	Qualcomm
	Agree
	

	Nokia
	Disagree
	It is premature to discuss the solution, before the decision on whether full migration is needed. 

	Huawei
	Disagree
	Share view as Ericsson and Nokia.

	ZTE
	Disagree 
	We shall not down select at this stage and all the three migration sequence shall be further discussed. 

	CATT
	Disagree
	Agree with ZTE.

	Fujitsu
	Disagree
	Not sure the bottom-up procedure and nested procedure mentioned above can be excluded at present for the full migration method.

	AT&T
	Agree
	

	Google
	Disagree
	Agree with ZTE



----------------------- Summary ----------------------------
10 companies provide comment. 7 companies disagree the potential proposal. 
[Moderator comment] There is no consensus. The moderator will not make any proposal.
----------------------- End of Summary ----------------------------

· General procedures for inter-donor migration
According to the flow charts provided in [2][3][6][7][12] and the above discussions, the moderator would like to summarize the overall procedure as the following tables:
Table 1 Overall procedure
	Case 1: the migration is triggered from scratch    
(This case can refer the unified procedure defined in [6])
	Case 2: The IAB-DU migration is triggered after the boundary IAB-MT is migrated
(This case is not mentioned in the contributions. However, the moderator believes that such case deserves some discussion.)

	Stage 1: Serving cell change of the boundary IAB-MT 
Stage 2: migration of F1 transport path in case of performing IAB-MT Migration, or F1 setup of IAB-DU in case of performing Full Migration method
Stage 3: Context migration 
	Stage 1: Serving cell change of the boundary IAB-MT 
Stage 2: migration of F1 transport path. At this moment, the IAB-DU migration is not triggered
Stage 3: F1 setup of IAB-DU if IAB-DU migration is triggered
Stage 4: Context migration. 



Q6-2(OverAll): Please provide view on the inter-donor migration procedure summarized in above Table 1. 
	Company
	Agree/Disagree
	Comments

	Samsung 
	Agree 
	The procedures listed in the table for both cases can be considered as the starting point. 

	Ericsson
	
	Our view on full migration status is known. Anyway, we would like to see details of Case 2 explained and especially the motivation for yet another alternative.

	Qualcomm
	Disagree 
	There should only be one procedure, which captures all aspects.  We propose the following:
Stage 1: IAB-MT migration using Xn handover or RLF recovery via RRC Reestablishment. 
Stage 2: Migration of F1 transport path. The procedure can terminate after stage 2. Stage 2 can be omitted in case stage 1 is immediately followed by stage 3.
Stage 3: F1 setup of IAB-DU to target IAB-donor-CU. This stage can be initiated at a later time after execution of stage 2.
Stage 4: UE and child-node context migration and security change.

	Nokia
	Disagree
	In both cases, the procedure can be terminated at the end of Stage-2. Stage-3/4 causes signalling storm and should be avoided.

	Huawei
	Disagree
	We think we can take partial stages (stage 1 and stage 2) for case 2 as start point, since the migration may terminate after the IAB-MT migration was agreed. And keep the other stages FFS, until we have conclusion on the full migration.

	ZTE
	Disagree 
	Agree with QC that one unified procedure is used to cover all cases and there seems to be no difference between case 1 and case 2 in procedure. 

	CATT
	
	Agree with QC. 

	AT&T
	Disagree
	One procedure should cover these cases. Agree with QC.

	Google
	
	Agree with QC that one unified procedure is used to cover all cases but maybe the bottom-up case should not be precluded at this stage 



----------------------- Summary ----------------------------
9 companies provide comment. 5 companies from “Full Migration” camp agrees the unified procedure to cover all cases. 2 companies from “Partial Migration camp” agrees to stage 1&2 for case 2 as the starting point.  
[Moderator comment] The unified procedure from QC is the full package for the overall procedure, which also contains the procedures supported by the “Partial Migration” camp. It can be understood that the stage 1 and stage 2 can be the starting point between two camps. In addition, the unified procedure from QC incorporate inter-donor migration and RLF recovery. It is better to use separate procedures for inter-donor migration and RLF recovery. 
Based on the above discussion, the moderator gives the following proposal:
Proposal 6-2: RAN3 develops the stage-2 procedure for the inter-donor migration in this meeting as:
· Stage 1: Serving cell change of the boundary IAB-MT using Xn handover. 
· Stage 2: Migration of F1 transport path. The procedure can terminate after stage 2. FFS on Stage 2 can be omitted in case stage 1 is immediately followed by stage 3.
· (FFS) Stage 3: F1 setup of IAB-DU to target IAB-donor-CU. This stage can be initiated at a later time after execution of stage 2.
· (FFS) Stage 4: UE and child-node context migration and security change.

----------------------- End of Summary ----------------------------


RLF recovery procedure
Contributions [1](Ericsson), [8](Fujitsu), [9](KDDI), and [12] (Huawei) discussed this issue. In case of only migrating the F1 transport path (i.e., the IAB-DU of the re-connected IAB node is terminated to the old donor CU), both [1] and [12] indicates that the common inter-donor topology transport mechanism can be applied, which has been reflected by the discussion in Section 3.3.  On the other hand, [12] indicates that as argued for the inter-donor migration, the Full Migration method is not needed for RLF recovery procedure. The moderator understood the above discussion on supporting Full Migration method can be also applied for the RLF recovery procedure. Thus, the moderator gives the following potential proposal:
Potential Proposal 7-1: the collocated IAB-DU of the boundary IAB node and descendant IAB-DU(s) can be migrated to the new donor CU after the boundary IAB-MT re-establishes RRC connection with the new donor CU.  
Q7-1(RLF): Please provide view to Potential Proposal 7-1.  
	Company
	Agree/Disagree
	Comments

	Samsung 
	Agree
	

	Ericsson
	Disagree
	We share Huawei’s view, even if full migration is agreed, for inter-donor RLF recovery the full migration is unnecessary. This is in line with the agreements.

	Qualcomm
	Agree
	The procedure is essentially the same as in Q6.2 except that Xn handover is replaced with RRC reestablishment. We should capture this in the procedure of Q6.2.

	Nokia
	Disagree
	RLF already causes long interruption. Migrating the IAB-DU causes further interruption. It is preferred to not consider the IAB-DU migration. 

	Huawei
	Disagree
	Before we have conclusion on the Full migration, we think we should keep the assumption same for the RLF recovery case, i.e. the IAB-DU and descendant nodes can still connects to the old IAB donor, via the recovery path of the IAB node who performs recovery. 


	ZTE
	Agree 
	Similar as in inter-donor migration scenario.

	CATT
	Agree 
	

	Fujitsu
	Agree
	

	AT&T
	Agree
	

	Google
	Agree
	



----------------------- Summary ----------------------------
10 companies provide comment. It is the same situation as Q2-1
[Moderator comment] This can be covered by Q2-1. 
----------------------- End of Summary ----------------------------


Others
Q8-1(Others): Please indicate the issues not covered in above discussions.  
	Company
	Comments

	Ericsson
	Please check Proposal 3-3 above.

	
	

	
	

	
	

	
	

	
	

	
	



Discussions (Phase II)
The moderator understands that the final terminologies in Q1-1 are not decided yet. However, to facilitate the discussion, the terminologies in Proposal 1-1 are temporarily used. The proposals for Phase II discussion are provided by dividing them into three parts, 1) Common part, 2) Partial Migration dedicated, and 3) Full Migration dedicated. 
(Note: the Proposal number can be used to locate the related questions during Phase I discussion.)
Common part 
Proposal 1-1: RAN3 agrees the following terminologies and definitions:
· Boundary IAB node: IAB-node, whose IAB-DU is controlled by a different IAB-donor-CU than at least one of its parent nodes. In Rel-16, this term is referring to “the migrating IAB-node” in case of intra-CU topology adaptation, or “Dual-connecting IAB-DU” in case of intra-CU topological redundancy, or “Recovery IAB-node” in case of intra-CU RLF recovery.	Comment by QC-1: Not correct!
· Descendant IAB node: IAB node(s) at the downstream direction of the boundary IAB node.
· Partial Migration: the boundary IAB-MT is migrated to the 2nd IAB-donor-CU, while the boundary IAB-DU and descendant IAB node(s) (if any) are controlled by the 1st IAB-donor-CU.
· Full Migration: the boundary IAB node and the descendant IAB node(s) (if any) are migrated to the 2nd IAB-donor-CU from 1st IAB-donor-CU. 

QII-1: Please provide views to Proposal 1-1
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung 
	Agree 
	

	Qualcomm
	See comment
	Boundary IAB-node:
IAB-node, whose IAB-DU is controlled by a different IAB-donor-CU than at least one of its parent nodes.

The reference to Rel-16 is not correct. In Rel-16, there are not boundary nodes. Everything is controlled by the same donor. 

Descendant IAB-node: We already use this term in specs so we should not redefine it.

Partial and full migration is okay.

	Huawei
	
	Agree with QC

	ZTE
	See comment
	The sentence “IAB-node, whose IAB-DU is controlled by a different IAB-donor-CU than at least one of its parent nodes” implies that the boundary IAB node has multiple parent nodes which is not correct for inter donor migration and inter donor BH RLF recovery scenarios. And the definition of boundary IAB node is not applicable for Rel-16 since there is no inter-donor CU scenarios in Rel-16. Moreover, we already have definition for descendant IAB node in Rel-16. So it is not appropriate to define descendant IAB node once again. 

	Nokia
	See comment
	First, the term “control” is vague. Is it related to RRC or F1-C? e.g.in case a node terminates RRC, can it be considered as “control”? similar question on F1.

Boundary IAB: not sure why need to define it, other than the existing term “migration IAB”? is it same “migration IAB”? let’s focus on migration in this CB. 

No need to add the definition for “descendant IAB”, which is already used in R16.

Partial migration or full migration: suggest avoid to use the term “control”, unless it is clarified. 



	
	
	

	
	
	



Proposal 1-1: RAN3 agrees the following terminologies and definitions:
· Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent node. 
· Partial Migration: the boundary IAB-MT is migrated to the 2nd IAB-donor-CU, while the boundary IAB-DU and descendant IAB node(s) (if any) are terminated to the 1st IAB-donor-CU.
· Full Migration: the boundary IAB node and the descendant IAB node(s) (if any) are migrated to the 2nd IAB-donor-CU from 1st IAB-donor-CU. 

Proposal 2-1: To determine the whether it is necessary to support of Full Migration, the technical discussion should be performed starting from the concept of two logical IAB-DUs at the boundary IAB node, which and includes at least the following issues:	Comment by QC-1: Otherwise, the sentence doesn’t really make sense.
· Service interruption reduction
· The support of two logical IAB-DUs 
· F1 setup procedure
· Cell switching
· Signalling storm
· Any other issues to consult with other WGs, e.g. Issues of simultaneously active IAB-DUs, etc.

QII-2: Please provide views to Proposal 2-1
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung
	Agree 
	Let’s focus on technical issue discussion first. 

	Qualcomm
	
	We can call ourselves happy if we can get a baseline defined for full migration. We should not focus on optimization while we don’t even have a baseline. This is a distraction. 

	Huawei
	
	We made some change on the wording, and include the last bullet according to our feedback in phase I.
For IAB-DU migration, it is unclear which one is optimization, which one is baseline? QC’s comments is confusing.

	ZTE
	Disagree 
	There is no need to have two logical DUs in nested migration sequence in Full Migration method. In nested sequence, the RRC Reconfiguration Complete messages from descendant nodes are sent to target donor CU in top-down sequence after RRC Reconfiguration messages to UEs and IAB-MTs are successfully delivered. So F1 connection with target donor CU could be established after F1 connection with source donor CU is released. 

	Nokia
	
	Updated the proposal. 
Ok to discuss the technical issues. 

	
	
	

	
	
	



Proposal 2-1: To determine whether it is necessary to support Full Migration, the technical discussion should be performed starting from the concept of two logical IAB-DUs at the boundary IAB node, and include at least the following issues:
· Service interruption reduction
· The support of two logical IAB-DUs
· F1 setup procedure
· Cell switching
· Signalling storm
· Any other issues to consult with other WGs, e.g. Issues of simultaneously active IAB-DUs, etc.

Proposal 3-1: the common inter-donor topology transport mechanism is selected from the candidate options 4 and 5 for BAP routing across two topologies for all scenarios, i.e., inter-donor migration of single-connected IAB node, inter-donor topology redundancy and inter-donor RLF recovery.
QII-3: Please provide views to Proposal 3-1
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung
	Agree
	RAN2’s has agreed for Option 4. 

	Qualcomm
	Disagree
	We need to make more progress. There is a vast majority for option 4 in both, RAN2 and RAN3. Therefore, we propose (to align with CB 39): 
Inter-topology BAP routing option 4 is supported.

	Huawei 
	Agree
	

	ZTE
	
	No strong opinion.

	Nokia
	
	Ok, but this is covered by CB#39. So this issue can be closed in this CB. 

	
	
	

	
	
	



No consensus, and it can be addressed in CB#39. 
Proposal 3-2a: WA: the common inter-donor topology transport mechanism is designed with the aim of not affecting descendant node(s). 

QII-4: Please provide views to Proposal 3-2a
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung
	Agree 
	Put it to WA since it is not sure if the options provided in this meeting can really achieve this aim. 

	Qualcomm
	Disagree
	This is an optimization and has lower priority. We are happy if we get a baseline for inter-donor transport.

	Huawei 
	Disagree
	We are not convinced that the descendant nodes will be affected totally. Agree with QC that such optimization should be deprioritized, and focus on the baseline (inter-donor topology has impact on descendant nodes) first.  

	ZTE
	Disagree 
	The baseline procedure is uncertain. We’d better to focus on the baseline procedure. 
Besides, we think it is hard to say the reconfiguration of descendant node(s) can be totally inevitable. 

	Nokia
	Disagree
	Agree with QC to have a baseline, then discuss the optimization later. 

	
	
	

	
	
	



No consensus. 

Proposal 3-3a: for IP address assignment of boundary IAB node (outer IP address assignment for IPSec tunnel mode) during inter-donor migration procedure (regardless of Partial migration and Full migration)
· IP address request via RRC container relies on RAN2 inputs
· The new IP address(es) should be explicitly provided to the source donor CU. FFS on which signalling is used (Handover Request ACK message vs. GNB-DU CONFIGURATION UPDATE message) 	Comment by Huawei: Only For IPsec transport mode.
· FFS on providing the correspondence of IP address update
· FFS on updating IP address of source IAB donor CU
Proposal 3-3b: FFS on the IP address assignment of descendant node (outer IP address assignment for IPSec tunnel mode) during inter-donor migration procedure (regardless of Partial migration and Full migration)
QII-5: Please provide views to Proposal 3-3a and Proposal 3-3b
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung
	Agree
	

	Qualcomm
	Agree
	

	Huawei
	Agree with some modification
	For the second bullet, we think it should be constrained for IPsec transport mode is used to protect F1. Because if the IPsec tunnel mode is used, the old CU should be aware of the inner IP address but this inner IP address is out of 3GPP scope.  

	ZTE
	Agree 
	

	Nokia
	Agree
	

	
	
	

	
	
	



Proposal 3-3a: for IP address assignment of boundary IAB node (outer IP address assignment for IPSec tunnel mode) during inter-donor migration procedure (regardless of Partial migration and Full migration)
· IP address request via RRC container relies on RAN2 inputs
· The new IP address(es) should be explicitly provided to the source donor CU for IPSec transport mode and non-IPSec case. 
· FFS on which signalling is used (Handover Request ACK message vs. GNB-DU CONFIGURATION UPDATE message)
· FFS on whether it is applied for IPSec tunnel mode 
· FFS on providing the correspondence of IP address update
· FFS on updating IP address of source IAB donor CU
Proposal 3-3b: FFS on the IP address assignment of descendant node (outer IP address assignment for IPSec tunnel mode) during inter-donor migration procedure (regardless of Partial migration and Full migration)

Proposal 6-2: RAN3 develops the stage-2 procedure for the inter-donor migration in this meeting as:
· Stage 1: Serving cell change of the boundary IAB-MT using Xn handover. 
· Stage 2: Migration of F1 transport path. The procedure can terminate after stage 2. FFS on Stage 2 can be omitted in case stage 1 is immediately followed by stage 3.
· (FFS) Stage 3: F1 setup of IAB-DU to target IAB-donor-CU. This stage can be initiated at a later time after execution of stage 2.
· (FFS) Stage 4: UE and child-node context migration and security change.

QII-6: Please provide views to Proposal 6-2
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung
	Agree 
	This can be our starting point, and the stage-2 CR can be developed in this meeting.

	Qualcomm
	Agree
	

	Huawei 
	Partially Agree
	All the FFS parts should not be included in the stage 2 CR.

	ZTE
	Agree 
	

	Nokia
	Disagree
	Step 3 and Step 4 are pending on P2-1. In case full migration is agreed, they can be added. But no need to add them now.

	
	
	

	
	
	



Proposal 6-2: RAN3 develops the stage-2 procedure for the inter-donor migration to at least include the following stages:
· Stage 1: Serving cell change of the boundary IAB-MT using Xn handover. 
· Stage 2: Migration of F1 transport path. 

(To be continue … )
To achieve the purpose of not affecting descendant nodes, the following options can be considered (new options are not precluded):
· Option 1: Disabling of IP address filtering 
· Option 2: IP tunnelling 
· Option 3: Masquerading
· Option 4: BAP tunnelling 
· Option 5: IP address replacing for DL + disable the source IP filtering for UL
· Option 6: Static IP-in-IP tunnel 

QII-7: Please provide views to above “To be continue” issues
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung 
	Agree
	

	Qualcomm
	Disagree
	This is an unnecessary optimization. We should first focus on getting a baseline for inter-donor topology adaptation.

	Huawei 
	Disagree 
	We are not convinced that the descendant nodes will be affected totally. Agree with QC that such optimization should be deprioritized, and focus on the baseline (inter-donor topology has impact on descendant nodes) first.

	ZTE
	Disagree 
	Agree with QC.

	Nokia
	Disagree
	This pends on QII-4. Should be discussed later.

	
	
	

	
	
	



No consensus. 
Partial Migration dedicated 
Proposal 3-4: For Partial Migration, RAN3 should evaluate the service interruption based on the following two understandings:
· Understanding 1: the F1 Transport Migration is performed before the serving cell change of the boundary IAB-MT
· Understanding 2: the F1 Transport Migration is performed after the serving cell change of the boundary IAB-MT

QII-8: Please provide views to Proposal 3-4
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung
	Agree
	Both understandings seem to be in some companies mind. If one understanding can be precluded, it is also welcome!

	Qualcomm
	Disagree
	· This proposal doesn’t make sense. F1 transport cannot be migrated before the MT has connected to the new cell. Do you mean that the context is transferred before the MT switches cells?


	Huawei 
	Disagree 
	We share view with QC, only understanding 2 is correct, and there seems no additional issue for service interruption, because it is similar as the R16 intra-donor migration case. 

	ZTE
	Disagree 
	Understanding 1 doesn’t work. We are wondering how could the F1 Transport Migration be performed before the serving cell change of the boundary IAB-MT.

	Nokia
	Disagree
	Agree with QC

	
	
	

	
	
	



Proposal 3-5a: For Partial Migration, the F1-transport migration can should be performed after the cell switch of the boundary IAB-MT. FFS on the trigger for the F1-transmport migration.
QII-9: Please provide views to Proposal 3-5
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung
	Agree 
	This proposal is given based on “Understanding 2” in Proposal 3-4

	Qualcomm
	
	Same as above.

	Huawei
	
	We made some wording changes to this proposal. The FFS part should be removed, since it is similar as the intra-CU inter-donor-DU migration case in R16, no need to discuss the trigger for F1 transport migration.

	ZTE
	Agree 
	

	Nokia
	
	Does it mean “after the IAB-MT switch to new parent cell”? F1 transport can only be switched after the IAB-MT connect with new parent cell. 

	
	
	

	
	
	



Common understanding: For Partial Migration, the F1-transport migration should be performed after the cell switch of the boundary IAB-MT.

Proposal 4-1: the UEs accessing to the boundary IAB node and descendant node(s) should not be impacted by the F1 transport path migration. 
QII-10: Please provide views to Proposal 4-1
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung 
	Agree
	

	Qualcomm
	Agree
	

	Huawei
	Agree
	

	ZTE
	Agree 
	

	Nokia
	Agree
	

	
	
	

	
	
	



Proposal 4-1: the UEs accessing to the boundary IAB node and descendant node(s) should not be impacted by the F1 transport path migration. 

Proposal 4-2: the resource coordination is needed between two donor CUs for Partial Migration and inter-donor topology redundancy.
QII-11: Please provide views to Proposal 4-2
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung
	Agree
	This proposal just aims to give a general proposal. The details are discussed in CB#42

	Qualcomm
	Agree
	

	Huawei
	Agree, but
	Seems not necessary, has been covered by CB 42

	ZTE
	Partially agree
	Resource coordination is needed not only for Partial Migration, but also in gradual migration in Full Migration method where migrating IAB-MT and collocated DU are controlled by different donor CUs in intermediate stage. 

	Nokia
	Agree but
	Can be covered by CB#42. So it can be closed in this CB.

	
	
	

	
	
	



Covered by CB#42
Full Migration dedicated
Proposal 3-5b: For Full Migration, the trigger for context migration is needed after F1 setup towards target donor CU. 
QII-12: Please provide views to Proposal 3-5b
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung
	Agree
	

	Qualcomm
	
	Whose context migration? Agree to “UE’s context migration”

	Huawei
	Disagree
	Before discussing such detailed issues for full migration, we should first focus on the issues in P2-1

	ZTE
	See comment
	Agree with QC that the meaning of “context migration” needs to be clarified. In our understanding, it means context migration for descendant nodes and UEs. 

	Nokia
	Disagree
	No need to discuss the issues before decision on P2-1.


	
	
	

	
	
	

	
	
	




Proposal 3-5b: For Full Migration, the trigger for UE’s context migration is needed after F1 setup towards target donor CU. 

Proposal 5-4a: For Full Migration, the boundary IAB-DU and descendant IAB-DU(s) supports the following for its serving cells:
- NCGI of all service cells are changed 
- PCI of some or all cells can be changed

Proposal 5-4b: Liaise RAN2 on Proposal 5-4a. RAN3 to ask RAN2 on how the UE can handle the NCGI change, and potentially also the PCI change, of serving cells.  

QII-13: Please provide views to Proposal 5-4a
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung
	Agree
	

	Qualcomm
	Agree
	Note: We extended the LS to RAN2. RAN2 has to solve the UE “handover” issue when NCGI and potentially PCI are suddenly switched.

	Huawei
	Disagree 
	The cell Identity issue should be added in the “to be solved issues” as in Proposal 2-1.

	ZTE
	Agree 
	

	Nokia
	Disagree
	No need to discuss the issues before decision on P2-1.
Please do not confuse RAN2 now.

	
	
	

	
	
	



Proposal 5-4a: For Full Migration, the boundary IAB-DU and descendant IAB-DU(s) supports the following for its serving cells:
- NCGI of all service cells are changed 
- PCI of some or all cells can be changed

Proposal 5-4b: Liaise RAN2 on Proposal 5-4a. RAN3 to ask RAN2 on how the UE can handle the NCGI change, and potentially also the PCI change, of serving cells. 


Proposal 5-5a: For Full Migration, the boundary IAB-DU and descendant IAB-DUs can download OAM configuration before establishing F1 with the target donor CU. 
QII-14: Please provide views to Proposal 5-5a
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung
	Agree
	

	Qualcomm
	Disagree
	This is out of scope. IAB-nodes can always download OAM stuff if they want. The only thing we have to make sure is that they have an OAM connection, which they do.

	Huawei
	Disagree
	What’s the purpose of this proposal? It is implementation issue.

	ZTE
	Disagree 
	This is out of 3GPP scope. 

	Nokia
	Disagree
	No need to discuss the issues before decision on P2-1.


	
	
	

	
	
	



Proposal 5-5b:  For Full Migration, the source donor CU can provide UE’s F1AP ID to the target donor CU when migrating UE context. 
QII-15: Please provide views to Proposal 5-5b
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung
	Agree
	

	Qualcomm
	Agree
	

	Huawei
	Disagree 
	Before discussing such detailed issues for full migration, we should first focus on the issues in P2-1

	ZTE
	Agree 
	

	Nokia
	Disagree
	No need to discuss the issues before decision on P2-1.


	
	
	

	
	
	



Proposal 5-5b:  For Full Migration, the source donor CU can provide UE’s F1AP ID to the target donor CU when migrating UE context. 

(To be continue …)  For Full Migration
Migration method decision:  
· Which node decides the migration method (Partial Migration, Full Migration)?
· When to decide the migration method?
F1 Setup procedure towards target donor CU:
· How to reflect the serving cells which are in “in-service” status?
· How to support the NCGI change in F1 Setup Procedure?
· How to support the PCI change in F1 Setup Procedure?
To migrate UE context, the following issues can be further discussed:
· How to set the target cell ID in the Handover Request message?
· How to trigger the source donor CU to perform the CHO (if needed)?

QII-16: Please provide views to above “To be continue” issues. 
	Company
	Agree/Disagree
	Comment (please provide revision suggestion, if possible)

	Samsung 
	Agree
	

	Qualcomm
	Disagree
	We don’t have to agree on “to be continued” issues. 

PCI change can already be done in F1 Setup Response:

[image: ] 

	Huawei 
	
	Same view as QC, no need to discuss the “to be continued” issues.

	ZTE
	Disagree 
	For the last issue, it’s better to confirm that the source donor CU need to perform the CHO first, and then we need to discuss how to trigger the source donor CU to perform the CHO. 

	Nokia
	Disagree
	Agree with QC

	
	
	

	
	
	




Conclusion, Recommendations [if needed]
If needed
References
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