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CB: # 41_IAB_MultiHopPerf
- (E///)
Should not further discuss the option that suspend/disable the source IP filtering in target IAB-donor-DU.
discuss both the security and signaling overhead aspects for Options 1 and 3 (shortlisted for addressing the potential UL packet discarding problem due to inter-donor-DU re-routing) before agreeing upon one of them.
For multi-hop latency issue, discuss introducing a PDB per BH RLC channel per destination
- (CATT)
update (sol1) and/or suspend (sol2) the source IP filter to support inter-donor-DU re-routing. Details FFS
- (Nok)
existing solution have issues, and the existing options may only work for specific scenario. 
study other options for inter-Donor-DU re-routing, for example, re-routing via a tunnel between target IAB-donor-DU and Donor-CU (or via a tunnel between target IAB-donor-DU and source IAB-donor-DU), without violating security policy
- (SS)
To address the potential UL packet discarding problem in inter-donor-DU re-routing case (the case where donor DUs belong to different CUs is not precluded), target IAB-donor-DU is provided with the source IP address of re-routed packets.
option 2 and option 3 can be down-selected
- (ZTE)
In order to support the latency aware routing configuration, it is necessary for IAB node to measure and report the one hop latency per BH RLC channel to donor CU. 
Donor CU may estimate the accumulated latency for different routing paths based on the one hop latency per BH RLC channel report and (re-)configure appropriate routing path for DL/UL backhaul traffic. 
In order to support inter-donor DU re-routing, it is necessary for the donor CU to inform the IAB node/donor DU whether the ingress filtering/inter-donor DU re-routing is enabled.
- (HW)
agree the following two solutions for support inter-donor-DU re-routing:
- Provide target IAB-donor-DU with source IP address of re-routed packet 
- Suspend/disable the source IP filter in target IAB-donor-DU.
For transport network nodes, how to disable or update the source IP filter which can relies on operator’s implementation, are out of 3GPP scope
- Chair: very little signs convergence so far, tentative WA not feasible; consider other options?
(Nok - moderator)
[bookmark: _GoBack]Summary of offline disc R3-212681

The discussion has two phases:
Phase 1: Identify potentially achievable agreements for online discussion. 
Phase 2: TBD

The deadline for Phase 1 is Thursday, May 20, 23:59:59 UTC. This allows the moderator to prepare some proposals on Friday for Monday’s online session. 
The deadline for Phase 2 is the same as for all email discussions, i.e., Tuesday, May 25, 12:00:00 UTC. 

For the Chairman’s Notes
Propose the following:
Agree following proposals:
Proposal 1: RAN3 further evaluate following solutions to address the source IP filtering issue during inter-Donor-DU re-routing:
 * (Option 1) The target IAB-donor-DU is provided with the source IP address of re-routed packets.  
 * (Option 4) a tunnel between source Donor-DU and target Donor-DU. The tunnel may be dynamic or static, pending further discussion.   

Proposal 2: RAN3 discuss the enhancement related to BAP routing towards the target IAB-donor-DU, after RAN2 make a decision. 

Proposal 3: RAN3 discuss the enhancement related to Multi-hop latency, after RAN2 make a decision. 

A reminder from Moderator:
Moderator would like to remind companies that source IP filtering was originally introduced for IP transport network. It is more popular in the transport network nodes than in the 3GPP RAN node. So there is no guarantee that the source IP filtering can be disabled in the transport network nodes, especially when the transport network is provided by another operator that is different to the IAB operator. Please consider this in the further evaluation of the solutions. 

Continue discussion on following:
· 
Discussion
How to address the source IP filtering during inter-Donor-DU re-routing
Contributions expressed different opinion on options discussed in last meeting
- (Option 1) The target IAB-donor-DU is provided with the source IP address of re-routed packets  
- (Option 2) Suspend/disable the source IP filter in target IAB-donor-DU and transport network node(s) 
- (Option 3) Only allow re-routing among a configured subset of IAB-donor-DUs, where source IP filtering is not activated. 

For Option 1, 
· It was acknowledged by multiple contributions that Option 1 does not address the issue when the transport network node performs filter, but there are different views on how to address the transport network node. 

Contribution ([2]) asked whether the transport network nodes can update IP filter. 
Contribution ([3]) commented it may not work, since the transport network may be from a different operator who enforces the filtering due to its own security policy. 
Contribution ([4]) commented the routers along the path between the target donor DU and IAB donor CU should be provided the old source IP address(es) of re-routed packets as well. 
Contribution ([6]) commented that it is operator’s implementation. 

For Option 2, 
· [bookmark: _Hlk72225306]Contribution ([1][3][4]) commented Option 2 has security issue, which would make the IAB network vulnerable to denial of service attacks, which is not a best practice for network design.

For Option 3:
· Contribution ([1][3][4]) commented Option 3 still makes the IAB-donor-CU somewhat vulnerable to denial of service attack.
· Contribution ([2][6]) commented Option 3 has the restriction on the deployment and the benefit is not clear.

Contribution ([1]) proposed to discuss both the security and signalling overhead aspects for Options 1 and 3 (shortlisted for addressing the potential UL packet discarding problem due to inter-donor-DU re-routing) before agreeing upon one of them.
Contribution ([3]) proposed to consider other option, for example, the re-routed packet is forward to source Donor-DU using a tunnel between target Donor-DU and source Donor-DU, without jeopardizing the security policy in the transport network node. 

Q1-1: Please share your view and preference on following option to address the source IP filtering during inter-Donor-DU re-routing. For each option, please also provide comments on how to solve the issues/restrictions as summarized above.
- (Option 1) The target IAB-donor-DU is provided with the source IP address of re-routed packets  
- (Option 2) Suspend/disable the source IP filter in target IAB-donor-DU and transport network node(s) 
- (Option 3) Only allow re-routing among a configured subset of IAB-donor-DUs, where source IP filtering is not activated. 
- (Option 4) a tunnel between source Donor-DU and target Donor-DU. 
- any other option?

	Company
	Comment

	Nokia
	Option 1: not ok, since the packet can still be discarded by the transport network node. Also, since the transport network node may be from another operator, it may be impossible to disable the filter in the transport network node, or dynamically update the transport network node. 
Option 2 and Option 3 have security issues, which are not easy to solve. Transport service may be provided by the different operator, which may have strict security policies for example in router configuration.
So we prefer to discuss other options, e.g. Option 4. 

	Lenovo
	Option 1 is proposed by the majority of companies. Maybe not all target IAB-donor-DUs can update IP filter, donor CU can inform a subset of the target IAB-donor-DUs and IAB node can only reroute the packets to those target IAB-donor-DUs. Then those target IAB-donor-DUs can perform the ingress filtering with the provided IP address(es).
Option 2 and option 3 are deprioritized since they have the security issue.
For option 4, new interface between donor-DUs needs to be introduced which will have too much standard impacts, and the routing mechanism between donor-DUs also needs to be further studied.

	Samsung 
	Option 4 introduces the interface between DUs. To support this, we cannot simply transmit the IP packets over the tunnel since it will still have security issue and source IP filtering issue mentioned for Option 1. To avoid this, option 4 requires to add additional IP header and GTP-U header to the packets. Moreover, this is a new feature, and we are not sure if it is a right time to discuss this in Rel-17. 
For the concerns on Option 1, we consider the transport network is controlled by the operator. So, the operator can well configure it in order to keep the security in its own network even the transport network belongs to other operators. However, all issues related to transport network is out of 3GPP scope, and we can leave it to operator’s implementation. 
In summary, Option 1 is a suitable solution with less impact to the specification and reasonable security level.  

	Ericsson
	We propose to continue with Opt4 and Opt1.
Opt4 is an interesting concept, which can also be applied for other inter-donor routing scenarios. Opt4 nicely aligns with the following RAN3#111-e agreement:
One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios
Whereas in the topadapt CB#37 an option for inter-donor routing similar to Opt4 is being discussed. Finally, we do not think that a new interface is needed for Opt4 – this is simply a tunnel between two donor DUs.

	Qualcomm
	Option 1 is useless since re-routed packets may be discarded by routers on wireline networks. 
Options 2 and 3 have security issues, but if the operator owns the transport network they can do whatever they want. The operator could configure a static tunnel between target DU and source CU, which forwards all UL packets to the source CU that have the source donor-DU’s IP prefix. This is based on implementation. Nothing needs to be specified. Note, that this solution wouldn’t work for OAM support via BH.
Option 4: A static inter-donor-DU IP tunnel can be configured by the operator for the entire source-donor-DU prefix. This is an implementation issue. Nothing needs to be configured. This would work for OAM. It would not scale very well since it has to be configured for every pair of donor-DUs. It also introduces triangular routing.
Summary: Static IP tunnels can be configured via implementation and address the issue. No specification is necessary.


	ZTE
	Option 1 is useless since IP filtering also works in transport network nodes other than IAB-donor-DU.
Option 2 has security issue if IAB-donor-CU try to enable/disable source IP filter. But it is up to operator’s preference.
In option 3, IAB-donor-CU does not control the ingress filtering at IAB-donor-DU, it only informs the IAB-node about the subset of IAB-donor-DUs where inter-donor-DU rerouting is allowed. Then, security issue has already considered by the operator before IAB-donor-CU informs IAB-node about IP filtering configuration.
Option 4 may introduce great specification impacts. It is suggested to de-prioritize this option or postpone it to next release if necessary. Some companies think that it can be achieved via OAM and based on implementation. If that is the case, it’s not necessary to discuss this solution any more since no specification impact is expected.

	CATT
	Option 1: source IP filter in transport network can be updated as target donor DU. 
Option 2 is better than option 3 but both of them have security issue. Option 2 disable source IP filter only in target donor DU, while option 3 disable source IP filter in subset of donor DUs. 
Option 4: it works. But I am not sure there are some spec impacts. We further discuss it 
We support option 1 and option 2(if operator prefer it) at this stage

	Fujitsu
	Option 1 is not possible solution as pointed by QC that the re-routed packets may still be discarded by other routers.
Option 2 has security problem. 
Option 4 will cause much impact to specification and introduce multiple layers of IP header over the backhaul link, thus it’s not effective method.
Option 3 is the only acceptable method.

	Huawei 
	Our preference is option 1. The configuration update for transport network nodes is feasible and should depends on operator’s implementation. 
Option 2 is also acceptable, but may have some security issues. 
Option 3 restrict the inter-donor re-routing, and also have some security issues.
For option 4, we have similar concern with Samsung, there is no such interface between two gNB-DUs, we need to specify the interface first if we want to support option 4. But this will result in large standardization effort. Suggest to not consider this option at least in Rel-17.

	AT&T
	Option 4 seems to be the best option. Options 2 and 3 have security issues as pointed out by some companies. Option 1 may also have problems. Option 4 does not need to have specification impact and can be quite effective, so should be discussed further.



Contribution ([5]) proposed “it is necessary for the donor CU to inform the IAB node/donor DU whether the ingress filtering/inter-donor DU re-routing is enabled.”
Q1-2: Please share your view on whether the donor CU to inform the IAB node/donor DU whether the ingress filtering/inter-donor DU re-routing is enabled.

	Company
	Comment

	Nokia
	This may depend on the decision on Q1-1. Ideally, the re-routing should be supported in related Donor-DUs that may be known in advance. So it is unclear whether this is needed. Anyway, this can be discussed later once Q1-1 is decided. 

	Lenovo
	Donor CU needs to inform the IAB node whether the ingress filtering is enabled, therefore, IAB node can reroute the packets to the right target donor-DU.
While for “the donor CU to inform the donor DU whether the inter-donor DU re-routing is enabled”, it’s unnecessary and complex for the donor-CU to get the enabled condition since the re-rerouting is performed occasionally in the intermediately IAB node.

	Samsung 
	This is stage-3 issue, and we can discuss it later. 

	Ericsson
	Whether this is to be discussed depends on the outcome of Q1-1.

	Qualcomm
	Since we all agree that source-IP-address filtering is an issue, UL rerouting needs to be configurable, so that it can be turned off. The IAB-node does not have to know the reason for being turned off or on, so there is no need to tell it anything about ingress filtering. 

	ZTE
	Whether to inform IAB-donor-DU about the ingress filtering/inter-donor DU re-routing is enabled needs wait for the decision on Q1-1.
In our opinion, IAB-node needs to be informed whether it is enabled to perform inter-donor-DU rerouting, which is not always on for every IAB-node due to IP filtering issue. In addition, considering the scenario that the operator may apply the same IP filtering strategy to all the IAB-donor-DUs, it is more efficient for donor CU to configure the IAB node whether the ingress filtering/inter-donor DU re-routing is enabled rather than provide the list of BAP addresses of all IAB-donor-DUs in the network topology.

	CATT
	A set of neighbor donor DU should pre-configure e.g., OAM to support source IP address. 

	Fujitsu
	Agree the re-routing can be configurable and informed by the donor-CU. But informing IAB-node the exact reason for disabling the re-routing is not necessary.

	Huawei
	Agree with Nokia

	AT&T
	Agree with Nokia



Summary:
For Q1-1, solutions to address the source IP filtering during inter-Donor-DU re-routing
· Option 1: 5 companies supported it, another 5 companies expressed serious concern on it. 
· Option 2: 2 companies commented Option 2 can be supported, but also admit Option 2 has security Issue. Another 5 companies commented Option 2 has security issues.  It is proposed to down-select Option 2. 
· Option 3: 2 companies support it, but another 6 companies oppose it due to the security issue. It is proposed to down-select Option 3.  
· Option 4: 5 companies support it, but another 4 companies commented that it may cause more changes to specification.  It was also commented that the tunnel may be static to avoid/reduce the impact to the specification. 
· So it is proposed to only consider Option 1 and Option 4 for further evaluation.

Moderator would like to remind companies that source IP filtering was originally introduced for IP transport network. It is more popular in the transport network nodes than in the 3GPP RAN node. So there is no guarantee that the source IP filtering can be disabled in the transport network nodes, especially when the transport network is provided by another operator that is different to the IAB operator. Please consider this in the further evaluation of the solutions. 

For Q1-2: this can be discussed later after the decision is made on Q1-1.

Potential Proposal:
Proposal 1: RAN3 further evaluate following solutions to address the source IP filtering issue during inter-Donor-DU re-routing:
 * (Option 1) The target IAB-donor-DU is provided with the source IP address of re-routed packets.  
 * (Option 4) a tunnel between source Donor-DU and target Donor-DU. The tunnel may be dynamic or static, pending further discussion.   


BAP routing towards the target IAB-donor-DU 
Contribution ([4]) analyzed the following options, and proposed to down-select Option 2 and Option 3.
-	Option 1: BAP header modification. 
-	Option 2: Using shared BAP address among the subset of IAB-donor-DUs which allow re-routing. 
-	Option 3: Define Donor-CU BAP address and use it as UL destination address. 
-	Option 4: default BAP routing ID and default BH RLC CH. 
Q2: Please share your view whether it is agreeable to down-select Option 2 and Option 3.
	Company
	Comment

	Nokia
	Option 3 should be considered. It allows inter donor DU re-routing with minimal changes. The benefit of using the donor-CU BAP address as UL destination address is that there is no need to change the BAP header in case of local re-routing due to RLF. Also, Rel-16 routing principles can be re-used as such.
Donor-CU BAP address and path ID can be kept even in inter-CU re-routing since the destination of upstream packet does not change even if the packet is routed via IAB-nodes under a different donor-CU.
Option 4 may need to be down-selected. Using a default Routing ID/BH RLC CH can overload a specific BH and may affect the QoS. 

	Lenovo
	Option 1 is preferred, which can reach a unified solution used for both inter-donor-DU rerouting and inter-topologies routing scenarios.

	Samsung 
	Option 3 has some problem
· The IAB node cannot select the correct DL IP address for each F1-U tunnel. 
In Rel-16, IP address of IAB node is anchored at a donor DU. So, when configuring the UL mapping for F1-U tunnel, the BAP address contained in the UL mapping can help the IAB node select the IP address anchoring to the donor DU. 
[image: ]
       Thus, we cannot use the same BAP address as UL BAP routing ID since the IAB node cannot use this BAP address to select the DL IP address. 
· Imbalance DL and UL routing path
The UL BAP routing ID shares the same BAP address, which means that 1000 routing paths can be supported at most for the whole network under the same IAB donor CU. However, for the DL, at most 1000 routing paths can be supported towards the same IAB node. So, we may face a situation where the routing paths at the DL and UL are largely imbalance. 
· Packet routing towards to wrong donor DU 
In Rel-16, the packet routing is based on the entry check of the routing table, i.e., check BAP routing ID first, and then check BAP address. With option3, each IAB node will surely contain the routing entry towards the donor CU, which means that each packet can be routed to donor CU via any IAB node regardless of the donor DU. In case of triggering local rerouting, the packets may be sent to incorrect donor DU. The following figure gives one example, the RLF at the link between 1 and 4 will result in the packet re-routing. Node 4 has another entries towards IAB donor CU via node 2 and node 3, respectively, so it may re-route the packet to the donor DU 2 via node 3. 

For option 2, 
It also has the issue as mentioned above, i.e., The IAB node cannot select the correct DL IP address for each F1-U tunnel. 

For option 4, 
This issue is mainly dealing with the on-the-fly packets during the migration procedure. Those packets would not have large number. If QoS is a concern, we can assign the default BH RLC CH for high priority. Moreover, such default configuration can be a one-shot configuration, e.g., when first configuring the IAB node, such default configuration can be provided. We already have default F1-C, the only left one is the default F1-U. It has very small specification impact. 
For option 1, 
It is similar to option 4. However, it introduces more signaling impact. Moreover, option 1 does not consider the BH RLC CH configurations for those on-the-fly packets. 

Since on-the-fly packets appear in a temporary period, option 4 is relatively simple. 
In summary, 
Go for option 4, and configure the default BH RLC CH with high priority in case that QoS is the concern. 

	Ericsson
	We prefer Opt1. As Lenovo pointed out – this speaks in favor of a unified solution used for both inter-donor-DU rerouting and inter-topology routing scenarios.
We are not comfortable with assigning BAP addresses to CUs in Opt3, since CUs do not speak BAP.
We share Nokia’s view wrt Opt4. In addition, we do not think it is good that all rerouted traffic is treated in the same way i.e. carried over a default channel.

	WI Rapporteur
	This is a RAN2 issue, it is not in RAN3 scope. It is currently discussed in RAN2. 

	ZTE
	This is a RAN2 issue. It is suggested to wait for RAN2’s progress.

	CATT
	Agree with WI rapporteur. We already have a LSout to RAN2

	Fujitsu
	Option 1 is preferred. 
Option 1 is the unified solution for both inter-donor-DU migration and inter-donor-CU redundancy. We don’t think option 2 or option 3 is prospective method for inter-donor-DU rerouting.
Option 4 can be considered on top of Option 1.
For Option 1, the donor-CU can configure the specific BH RLC CH and routing ID for each routing ID to be re-routed. But the configuration may not be carried by handover command for the boundary node. Before the specific configuration from donor-CU, the boundary node can only use the default BAP routing ID and default BH RLC CH for the on-the-fly data transmission.

	Huawei
	Option 1 is good enough. 
Also ok to wait for R2 decision

	AT&T
	It may be better to wait for RAN2 on this



Summary:
· Half of the companies (including Rapporteur) commented RAN3 should wait for RAN2. 

Potential Proposal:
Proposal 2: RAN3 discuss the enhancement related to BAP routing towards the target IAB-donor-DU, after RAN2 make a decision. 

Multi-hop latency
Contribution ([1]) proposed to discuss introducing a PDB per BH RLC channel per destination, which allow IAB-donor CU to indicate to the IAB node the PDB per BAP destination for traffic mapped to a backhaul RLC channel, rather than just per backhaul RLC channel.
Contribution ([5]) proposed following solution:
· IAB node to measure and report the one hop latency per BH RLC channel to donor CU. 
· Donor CU may estimate the accumulated latency for different routing paths based on the one hop latency per BH RLC channel report and (re-)configure appropriate routing path for DL/UL backhaul traffic. 

Q3: Please share your view on following options
· Option 1: introducing a PDB per BH RLC channel per destination
· Option 2: IAB node to measure and report the one hop latency per BH RLC channel to donor CU. Donor CU may estimate the accumulated latency for different routing paths based on the one hop latency per BH RLC channel report and (re-)configure appropriate routing path for DL/UL backhaul traffic.
· Any other options?
· 
	Company
	Comment

	Nokia
	Option 1: RAN2 should be consulted regarding the feasibility of enforcing different PDBs within a given BH RLC channel.
Option 2: Since the latency per RLC channel is bound to fluctuate all the time, we have concerns with frequent signaling by IAB nodes, as well as with stability i.e. risk of routing re-config ping-pong. In addition, It is not obvious how those measurements can be performed. According to [5] “IAB MT/DU could measure the one hop latency for egress BH RLC channel and then report the measurement result to donor CU”. Is it instant or averaged latency? What is the packet size? Is this measurement integrated to the ongoing traffic or a separate packet? Can we guarantee that measured values not change while reports traveling to CU? Option 2 seems to be too complex.

	Lenovo
	This issue is within the scope of topology-wide fairness and can be discussed by RAN2 first.

	Samsung 
	PDB setting is CU implementation issue. Specifically, the IAB donor CU can set proper PDB for each BH RLC CH considering the number of hops for the packets over it. 

	Ericsson
	Option 1: agree.
Option 2: we think that this may be too complex and signaling-heavy.

	Qualcomm
	Option 1 should not be supported. If per-destination PDB is desirable, 1:1 bearer mapping can be used. This is the reason why we support 65k BH RLC channels. 
Option 2: The measurement would have to be done by the DU and reported in F1-C. For that reason, it is in RAN3 scope (same as CP congestion reporting). We don’t believe the latency reporting makes a lot of sense. It would only work if the ingress data rate of an RLC CH is exactly matched to the egress rate. If the ingress rate is higher, the buffer fills up and congestion indication would inform the CU. If the ingress rate is lower, the buffer would be empty and would not add delay. For short term traffic bursts, this procedure doesn’t help because it reports retroactively.

	ZTE
	For Option 1: we think it is not feasible to impact the IAB node’s scheduling with the PDB per destination. The scheduling prioritization of data packet is basically determined by the logical channel priority and the LCP procedure. Unless the data packet associated with lower PDB is remapped dynamically to high priority BH RLC channel, it is hard to prioritize the packet transmission lower PDB. On the other hand, the PDB per packet is more practical than per destination. Since we may have multiple packets towards the same destination with routing paths and different PDB. Nevertheless, we think this solution needs further clarification. 
For option 2: agree. IAB MT/DU could measure the one hop latency for egress BH RLC channel and then report the measurement result to donor CU. Upon receiving the one hop latency per BH RLC channel info from IAB MT/DU, donor CU could estimated the latency for different routing paths. The one hop latency can be an average value for a given period of time and the report may be triggered only when it varies to a certain level.  

	CATT
	Option 1: it focus on the N:1 mapping. It is not clear whether IAB node can determine the transmission priority base on different destination. It that mean if the next hop is the destination address, then this IAB node would transmits it last? 
Option 2: tend to no. The latency depends on the link quality and buffer size. These can be reflected by CP-based and UP based congestion indication. 

	Fujitsu
	We prefer Option 2.
The per-hop PDB for the BH RLC channel is configured by the donor-CU, and it may vary along the same routing path. The donor-CU can determine the per-hop PDB for BH RLC channel based on average latency of BH RLC channel. Option 2 can help donor-CU to configure the per-hop BH PDB, so as to ensure the overall latency of the packet is less than the overall PDB.

	Huawei
	Option 1: disagree. Share the view of QC that the per-destination PDB setting is not necessary, and how to set the PDB for each BH RLC CH should be CU’s implementation.
Option 2: disagree. We doubt the feasibility of such measurement, and the measurement is not RAN3 scope, we can wait RAN2 progress. 

	AT&T
	Both options have problems. It may best to leave this for RAN2 since it falls in their domain.



Summary:
· Most of companies are either negative on the proposal, or want the solution to be discussed in RAN2. According to the WID, this topic is led by RAN2. So let’s wait for RAN2.

Potential Proposal:
Proposal 3: RAN3 discuss the enhancement related to Multi-hop latency, after RAN2 make a decision. 

Other issues/enhancements
Q2: Please list other issues/enhancements that should be considered? Please include assessment of expected benefit, impact on specification, implementation, other WGs.


Part II…[if needed]
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