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1. Introduction
The use cases for SI on data collection was discussed during RAN3#110-e. In R3-206874 [1], the summary of the offline discussion was presented, this paper tried to have further discussions on some details for the use case of load balancing. 
2. Background
From the agreements achieved before, we could see, high layer use case should be studied as a studying point, this paper tries to have further analysis on the use case of load balancing.
- As a starting point, focus on at least the following use cases: Energy saving, load balancing, traffic steering/mobility optimization (other use cases, e.g. optimization of physical layer parameters, are not precluded)
- Augmented information should be studied case by case, e.g. history info, info needed for prediction, etc.
3. Discussion
The rapid traffic growth and multiple frequency bands utilized in a commercial network make it challenging to steer the traffic in a balanced distribution. To address the problem, load balancing had been proposed. The objective of load balancing is to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cell or from congested areas of cells to non-congested cells, or to offload users from cells,  carrier or RAT to other equivalent entity to achieve network energy saving. This can be done by means of optimization of cell reselection/handover parameters and handover actions, the automation of such optimisation can provide high quality user experience, while simultaneously improve the system capacity and also minimize human intervention in the network management and optimization tasks.
Load balancing is achieved with the following functions as specified in TS 38.300:
In general, support for mobility load balancing consists of one or more of following functions:
-	Load reporting;
-	Load balancing action based on handovers;
-	Adapting handover and/or reselection configuration.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]However, the optimization of the load balancing is not an easy task as follows:
· Currently the load balancing decisions rely on the current/past-state cell load status is insufficient. The traffic load of the network changes rapidly, especially in the high-mobility and high-connection scenarios, hence it may lead to unnecessary ping-pong handover between different cells, overload of neighbour cells and poor user service quality.
· The load balancing based handover highly depends on the measurement report from the UE. The UE measurement configuration and measurement reports may cause amount of signaling overhead over Uu interface, UE power consumption and data interruption of running service.
· Difficult to guarantee the overall network and service performance when performing load balancing. For the load balancing, the UEs in the congested cell may be offloaded to the target cell, by means of handover procedure or adapting handover / reselection configuration. For example, if the UEs with time-varying traffic load are offloaded to the target cell, the target cell may be overloaded with new-arrival heavy traffic.
To deal with the above issues, AI/ML could be introduced to improve the load balancing decisions. In general, the following information could be considered for load balancing:
· Neighbor cell load prediction: on one hand, the source node could typically make the neighbor cell load prediction with the ML model implemented in the source node using the historical neighbor cell load exchanged via Xn interface. On the other hand, the target node could make the cell load prediction with the ML model implemented in the target node, even the load changes rapidly, and then exchange the prediction. This prediction enables proactive load balancing actions which may help to prevent the user experience degradation in advance compared to the traditional reactive optimizations based on the delayed load information measurement and exchange. In addition, the source node takes these prediction as input for the ML model implemented in the source node, makes analysis and makes more accurate prediction results as references for making load balancing decision. The more accurate the prediction results are, the better the load balancing decision based on the prediction results will be. The cell load prediction comprises of the radio resource status (e.g., PRB usage), TNL capacity indicator, CAC, slice available capacity, number of active UEs or RRC connections within the time interval in the future. 
· UE mobility trajectory prediction: on one hand, the NG-RAN node could typically make the mobility trajectory prediction with the ML model implemented in the NG-RAN node using the mobility history information sent from UE. On the other hand, since the location changes rapidly, the UE could make the mobility trajectory prediction with the ML model implemented in the UE and then send the prediction to the NG-RAN node. The NG-RAN node takes these prediction as input for the ML model implemented in the NG-RAN node, makes analysis and makes more accurate prediction results as references for making load balancing decision. The more accurate the prediction results are, the better the load balancing decision based on the prediction results will be. The mobility trajectory prediction includes the cells that the UE will enter within the time interval in the future.
· UE QoS measurements: to achieve an optimized balance between the load balancing and the performance provided by the network, the UE and the target node can feedback the QoS measurements related to the target cell serving the UE to the source node. The feedback from the target node could be used to update the load balancing decision, e.g. used as reward information for reinforcement learning. The UE QoS measurements at the target cell could be the packet loss rate, packet delay, data volume and average throughput performed by the target node, and the packet delay performed by the UE.
· Cell load measurements: the target node can feedback the cell load measurements related to the target cell after the load balancing based handover and/or reselection configuration to the source node. The feedback from the target node could be used to update the load balancing decision, e.g. used as reward information for reinforcement learning. The cell load measurements comprises of the radio resource status (e.g., PRB usage), TNL capacity indicator, CAC, slice available capacity, number of active UEs or RRC connections.  

[bookmark: _Toc423019661][bookmark: _Toc423019946][bookmark: _Toc423020275][bookmark: _Toc423020292][bookmark: _Toc423020300]Cell load prediction, UE mobility trajectory prediction, UE QoS measurements at the target cell and cell load measurements at the target cell could be used for the AI/ML based load balancing use case.
Therefore, this paper also proposes the TP for TR 37.817, including the use case description, solution and potential standard impacts.
Agree the corresponding TP for TR 37.817 in the annex.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]4. Conclusion
Based on the discussion in this paper, we propose the following:
Proposal 1:	Cell load prediction, UE mobility trajectory prediction, UE QoS measurements at the target cell and cell load measurements at the target cell could be used for the AI/ML based load balancing use case.
[bookmark: _Toc423020280]Proposal 2:	Agree the corresponding TP for TR 37.817 in the annex.
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[bookmark: _Toc55814339]5.X.1	Use case description
The rapid traffic growth and multiple frequency bands utilized in a commercial network make it challenging to steer the traffic in a balanced distribution. To address the problem, load balancing had been proposed. The objective of load balancing is to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cell or from congested areas of cells, or to offload users from one cell, cell area, carrier or RAT to achieve network energy saving. This can be done by means of optimization of cell reselection/handover parameters and handover actions. The automation of such optimisation can provide high quality user experience, while simultaneously improving the system capacity and also to minimize human intervention in the network management and optimization tasks.
However, the optimization of the load balancing is not an easy task as follows:
· Currently the load balancing decisions rely on the current/past-state cell load status is insufficient. The traffic load of the network changes rapidly, especially in the high-mobility and high-connection scenarios, hence it may lead to unnecessary ping-pong handover between different cells, overload of neighbour cells and poor user service quality.
· The load balancing based handover highly depends on the measurement report from the UE. The UE measurement configuration and measurement reports may cause amount of signaling overhead over Uu interface, UE power consumption and data interruption of running service.
· Difficult to guarantee the overall network and service performance when performing load balancing. For the load balancing, the UEs in the congested cell may be offloaded to the target cell, by means of handover procedure or adapting handover / reselection configuration. For example, if the UEs with time-varying traffic load are offloaded to the target cell, the target cell may be overloaded with new-arrival heavy traffic.
To deal with the above issues, AI/ML could be introduced to improve the load balancing decision. Based on the output of the ML model, the NG-RAN node makes more accurate prediction results as references for making load balancing decision, in order to provide high quality user experience and to improve the system capacity.
[bookmark: _Toc55814340]5.X.2	Solutions and standard impacts
The main signalling flow for load balancing is shown in Figure 5.x.2-1.
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Figure 5.x.2-1: Load balancing procedure
1.	The NG-RAN node 1 and 2 exchange the cell load information, including the predicted info. The cell load prediction is the output of the ML model implemented in the NG-RAN node.
2.	The NG-RAN node 1 performs the UE mobility trajectory prediction, here UE assisted info may also be needed, e.g. MDT report in which mobility history info is included.
3.	The NG-RAN node 1 performs the ML-based load balancing. The NG-RAN node 1 may take the neighbour cell load prediction, the UE mobility trajectory prediction, and the historical UE measurement reports as input for the ML model implemented in the NG-RAN node 1, make analysis and make more accurate prediction results as references for making load balancing decision. 
4.	The NG-RAN node 1 sends the handover command to the UE.
5.	The UE performs the handover and connects to the target cell. 
6.	The NG-RAN node 2 sends the reward information to the NG-RAN node 1. The reward information comprises of the UE QoS performance evaluation, e.g. the packet loss rate, packet delay, data volume or average throughput performed by the NG-RAN node 2, or the target cell load measurement results performed by the NG-RAN node 2.
7.	The NG-RAN node 1 updates the ML model used for load balancing.

The use case of load balancing may generate the following standard impacts:
· Uu interface impact:
· UE mobility history info, if needed, to the NG-RAN node 1 at the source cell.
· UE performance measurement at the target cell, e.g. E2E delay, if needed..
· Xn interface impact:
· Neighbour cell load prediction from the NG-RAN node 2 to the NG-RAN node 1.
· Reward information from the NG-RAN node 2 to the NG-RAN node 1 after the load balancing actions. The reward information comprises of the UE QoS QoS performance evaluation e.g. the packet loss rate, packet delay, data volume or average throughput performed by the NG-RAN node 2, or the target cell load measurement results performed by the NG-RAN node 2.
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