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1 Introduction
In last RAN3-111e meeting, the issues related to reduction of service interruption are discussed, and the following agreements were achieved [1]:
For intra-donor migration:

Use concurrent TNL migration of all descendant nodes during intra-donor topology adaptation to reduce interruption time. 

Consider the following options to support transferring RRCReconfiguration for descendant IAB over source path 

- Sol1: the RRCReconfiguration for the child IAB is buffered in the parent DU, and it is only sent to the child IAB when a prerequisite step is satisfied/performed.

- Sol2: the RRCReconfiguration for the child IAB is buffered in the child IAB-MT, and it is only executed when a prerequisite step is satisfied/performed.

- Sol3: the RRCReconfiguration for the child IAB is not buffered in the parent DU or child IAB-MT, and is executed by the child IAB-MT upon reception. 

- Sol4: by CU proper implementation. CU control the time to send RRCreconfiguration for each descendent IAB-node, the parent node of each IAB-node does not need to buffer their RRCReconfiguration, and each IAB-node can apply the RRCReconfiguration just when receiving it.   

Agree inter-donor-DU re-routing can be used to address UL packet loss. FFS on other enhancement when re-routing cannot address UL packet loss or re-routing is unavailable; FFS on enhancement to address unnecessary DL transmission.
In this contribution, we will continue the discussion on the solutions for the concurrent TNL migration of all descendant nodes, and the UL packet loss.
2 Discussion
2.1 Concurrent TNL migration
1.1.1  Concurrent TNL migration and intra-donor CHO

As being discussed in previous meeting, the motivation for the concurrent TNL migration is for reduction of service interruption, and we have consensus that the RRCReconfigurtion of descendant node can be send via the source path to support concurrent TNL migration. Besides, in last RAN3 meeting, we have discussed the CHO for IAB-node and has the following agreements [1]:

· Rel-16 CHO can be considered as baseline for the discussion of CHO for IAB; further analysis is expected

· Rel-16 CHO is supported for INTRA-donor migration of IAB-MT.
· FFS whether the descendant nodes and UEs receive RRC reconfiguration messages before migrating IAB node connects to target path.
Apparently, for the third bullet of the above agreements, it is straightforward to reuse the logical for supporting the concurrent TNL migration in the intra-donor CHO scenario, to reduce the service interruption. 
Proposal 1: The solution for supporting concurrent TNL migration should also be applicable for intra-donor CHO case. 

In last meeting, we have discussed how to achieve the concurrent TNL migration for the descendant IAB nodes of the top-level IAB node which performs intra-donor CU inter-donor DU migration, and the following 4 solutions are proposed. In the following part, we will provide some analysis about the four solutions.
1.1.2  Solution 1 for concurrent TNL migration 

Solution 1: the RRCReconfiguration for the child IAB is buffered in the parent DU, and it is only sent to the child IAB when a prerequisite step is satisfied/performed.

According to some companies view in [2], the prerequisite condition for solution 1 should be: The migrating IAB-node should send the buffered RRCReconfiguration AFTER successful RA procedure, and the descendent nodes should send the buffered RRCReconfiguration AFTER reception of the RRC Reconfiguration from its parent node. The RRCReconfiguration should be executed upon reception.
In fact, with such solution, the TNL migration may still face some problems. For example, the migrating IAB-node send the buffered RRCReconfiguration to its child IAB-node after successful RA procedure of the migrating IAB-MT, then the child IAB node begin to perform the TNL migration using the configuration provided by the RRCReconfiguration, which includes the new TNL address, the updated default BAP routing ID, as well as the default BH RLC CH in the target path. Before the successful of the child IAB node’s TNL migration, all the UL packets in the TNL migration procedure will use the default BAP routing ID and the default BH RLC CH. However, if the parent node (i.e. the migrating IAB node) haven't get the updated BAP configuration which includes the entry for the child node’s default BAP routing ID, nor the updated BH RLC CH mapping configuration which includes the entry of the ingress default BH RLC CH of the child node, the UL packets for TNL migration procedure of the child node are not able to be forwarded properly, these UL packets may even being discarded by the parent IAB node since there is no matched BAP routing entry. 
Therefore, even with solution 1, the TNL migration of the child node will fail, unless the BAP routing table in the parent IAB node being updated to include the routing entry for chid node’s new default BAP routing ID. Now that the BAP routing configuration update are performed using F1AP procedures, then it means that the TNL migration procedure of any child node, should pending the success of TNL migration of parent DU, and the solution 1 cannot provide actual benefit for concurrent TNL migration.
Observation 1. The parent IAB node cannot perform BAP routing for UL packets carrying child nodes’ TNL migration request with child node’s new default BAP routing ID, until the BAP routing table is updated for the parent IAB-node via F1AP messages.

Observation 2. The TNL migration procedure of any child node, should pending the success of TNL migration of parent DU, then the solution 1 cannot provide actual benefit for concurrent TNL migration.

Besides, the solution 1 requires some specification impact on the F1AP procedure, since the RRC messages of all child nodes are transparent to the parent node, i.e. the parent node can not recognize which RRC message encapsulated in the RRC container of its received F1AP messages should be buffered. With solution 1, some kind of indication in the F1AP messages should be introduced to indicate that which RRC messages should be buffered at the parent DU.  
Observation 3: Solution 1 will cause specification impact on F1AP to enable parent node to recognize which RRC message of child node need to be buffered.
If CHO is used for the intra-donor migration case, the HO command related to the candidate target cell for the migrating IAB-node should be send to its MT part in advance. Besides, the RRCReconfiguration for all the descendant IAB-nodes should be send via the source path to achieve the concurrent TNL migration of descendant IAB-nodes. If with solution 1, these RRCReconfiguration will be buffered at the parent node of each descendant IAB node. However, if the IAB-donor CU wants to send another new RRCReconfiguration message to the descendant IAB-MT before the top-level migrating IAB-node perform CHO, while the previous RRCReconfiguration message related to the top level IAB-node’s CHO is still pending/buffered, then due to the PDCP reorder, the new RRCReconfiguration message will pending in PDCP layer, and the previous RRCReconfiguration message contains configuration related to the target path of top-level IAB-MT’s CHO will be discard after re-ordering timer expires. 
Observation 4: With solution 1, in CHO case, if IAB-donor-CU wants to send another new RRCReconfiguration message to the descendant IAB-MT while the previous RRCReconfiguration message related to the top level IAB-node’s CHO is still pending/buffered, then due to the PDCP reordering, the new RRCReconfiguration message will pending in PDCP layer, and the previous CHO related RRCReconfiguration message will be discard after PDCP re-ordering timer expires. 
Another issue for solution 1 is how to handle the buffered RRCReconfiguration in each parent DU, if the top-level IAB node fails its migration. 
There may be some possible solutions. For example, if the parent DU still send the buffered RRCReconfiguration to the child IAB node, then the child node will try TNL migration using such RRCReconfiguration, but apparently, such attempt of TNL migration makes no sense but just a waste of wireless BH transmission resource, because the TNL migration will fail finally since the target path is not ready. 
Alternatively, if the parent DU send some dummy message instead of the buffered RRCReconfiguration to child node, the child node will perform RRCReestablishment since the integrity check of such dummy message will fail and the integrity check fail of SRB will cause RRCReestablishment. 
Another possible solution is that the parent DU may discard the buffered RRCReconfiguration, but this will cause PDCP SN gap and will result in the consequent RRC messages not being able to delivered in time due to the PDCP re-ordering mechanism. 
It seems none of the above three solutions is suitable for the issue of how to handle the buffered RRCReconfiguration if the top-level IAB node fails HO. And such issue will face some RAN2 related problems, e.g. PDCP re-ordering, integrity check fail for SRB, etc. Besides, the issues in observation 1 and 4 also RAN2 related, so RAN2 are inevitable to be involved for the discussion.
Observation 5: With solution 1, when the top-level IAB fail its HO, RAN2 should be involved to discuss how to handle the buffered RRCReconfiguration. 

Proposal 2: RAN3 does not support solution 1 for concurrent TNL migration, unless the issue is addressed by RAN2 in observation 1, 4 and 5. 

1.1.3  Solution 2 for concurrent TNL migration
Solution 2: the RRCReconfiguration for the child IAB is buffered in the child IAB-MT, and it is only executed when a prerequisite step is satisfied/performed.

According to the discussion in [2], the prerequisite condition for solution 2 should be: The migrating IAB-node should send the L2 indication AFTER successful RA procedure, and the descendent nodes should send the L2 indication AFTER reception of the L2 indication from its parent node. The RRCReconfiguration should be executed upon reception of the L2 indication.
However, as analysed in clause 2.1.2, the parent IAB node cannot perform BAP routing for UL packets carrying child nodes’ TNL migration request with child node’s new default BAP routing ID, until the BAP routing table is updated for the parent IAB-node via F1AP messages. So the prerequisite condition for solution 2 should be adjust as: The migrating IAB-node should send the L2 indication AFTER successful RA procedure and F1 based BAP routing table reconfiguration, and the descendent nodes should send the L2 indication AFTER reception of the L2 indication from its parent node. The RRCReconfiguration should be executed upon reception of the L2 indication.
The L2 indication should be discussed by RAN2 to support the solution 2. Moreover, the solution 2 is applicable for CHO case where the top-level IAB node is configured with CHO. It means that the descendant nodes is provided with the RRCReconfiguration for the target path configuration related to the top-level IAB node’s CHO via the source path in advance, and these descendant nodes will not perform the RRCReconfiguraiton until receiving the L2 indication from parent node.
Observation 6: For solution 2, the migrating IAB-node should send the L2 indication AFTER successful RA procedure and F1 based BAP routing table reconfiguration, and the descendent nodes should send the L2 indication AFTER reception of the L2 indication from its parent node. The RRCReconfiguration should be executed upon reception of the L2 indication.
Observation 7: The principle of solution 2 also applicable for CHO of IAB-node.

Proposal 3: RAN3 send LS to RAN2 to support the L2 indication for solution 2.

1.1.4  Solution 3 for concurrent TNL migration

Solution 3: the RRCReconfiguration for the child IAB is not buffered in the parent DU or child IAB-MT, and is executed by the child IAB-MT upon reception.
Some drawbacks of solution 3 has being pointed out by companies’ view in [2]:

For solution 3, the RRCReconfiguraitonComplete message and the UL packets for TNL migration will be buffered at the parent DU, until the success of parent IAB node’s TNL migration and the update of parent node’s BAP routing update via F1AP messages. However, if CHO is configured for the top-level IAB node, with such solution 3, the descendent nodes will perform the RRC reconfiguration according to the received RRCReconfiguration message, before the trigger event of the top-level IAB node’s CHO, and this will cause long term service interruption if the CHO of the top-level IAB-node cannot be performed immediately. Thus the solution 3 also not applicable for the CHO case. 

Furthermore, even for the normal HO of top-level IAB-MT, the solution 3 may have another issue, i.e. how will the parent DU handle the buffered RRCReconfiguraitonComplete message and other UL packets for child node if the top-level IAB-MT fails the HO and reconnect to a different target parent. Such issue is similar to the issue of how to handled the buffered RRCReconfiguration in parent DU if top-level IAB-MT fails HO for solution 1. 
Observation 8: Solution 3 does not work when CHO is used for the migrating IAB. And for using normal HO of top level migrating IAB-MT, it may have the issue of how to handle the RRCReconfiguraitonComplete message when the migrating IAB fails HO and reconnect to a different parent.
1.1.5  Solution 4 for concurrent TNL migration

Solution 4: by CU proper implementation. CU control the time to send RRCreconfiguration for each descendent IAB-node, the parent node of each IAB-node does not need to buffer their RRCReconfiguration, and each IAB-node can apply the RRCReconfiguration just when receiving it.
Solution 4 is able to reduce the service interruption reduction, but not aims at achieving the concurrent TNL migration. It can be used as another candidate solution, and will have no specification impact.
Observation 9: Solution 4 can be used as another candidate solution to reduce the service interruption reduction, but not aims at achieving the concurrent TNL migration.
2.2 UL packet loss
The issue of UL packet loss for the IAB topology update scenario has also been discussed, and we have the following agreements in last meeting: Agree inter-donor-DU re-routing can be used to address UL packet loss. FFS on other enhancement when re-routing cannot address UL packet loss or re-routing is unavailable; FFS on enhancement to address unnecessary DL transmission.
Some companies propose to introduce the UL DDS for the UL packet loss issue. But this will cause large amount of UL packets being buffered at the access IAB node for a long time. This may cause buffer overflow in some case. Moreover, such UL DDS solution is not able to solve the packet loss issue for the inter-donor topology update case.
Observation 10: The UL DDS will result in large amount of UL packets being buffered at the access IAB node.

Since both RAN2 and RAN3 has agreed to discuss how to achieve the inter-donor-DU re-routing, the design of the solutions should be able to ensure that the inter-donor-DU re-routing can be achieved in the typical topology update case. In other words, the solution for inter-donor-DU should not just focus on some limited scenarios, when RAN3 design the solutions, the availability of the solution for various scenarios need to be guaranteed. More details of the solution design for the inter-donor-DU re-routing should be discussed in AI 13.3.2.  
Observation 11: There is no packet loss problem anymore since the inter-donor DU re-routing is supported for both intra-donor CU and inter-donor CU case.

Proposal 4: RAN3 does not introduce UL DDS, for UL packet loss.

3 Conclusion
In this paper, we discuss some issues related to the service interruption reduction, includes the concurrent TNL migration, and the UL packet loss issue, then we get the following observation and proposals:

Observation 1. The parent IAB node cannot perform BAP routing for UL packets carrying child nodes’ TNL migration request with child node’s new default BAP routing ID, until the BAP routing table is updated for the parent IAB-node via F1AP messages.

Observation 2. The TNL migration procedure of any child node, should pending the success of TNL migration of parent DU, then the solution 1 cannot provide actual benefit for concurrent TNL migration.

Observation 3: Solution 1 will cause specification impact on F1AP to enable parent node to recognize which RRC message of child node need to be buffered.

Observation 4: With solution 1, in CHO case, if IAB-donor-CU wants to send another new RRCReconfiguration message to the descendant IAB-MT while the previous RRCReconfiguration message related to the top level IAB-node’s CHO is still pending/buffered, then due to the PDCP reordering, the new RRCReconfiguration message will pending in PDCP layer, and the previous CHO related RRCReconfiguration message will be discard after PDCP re-ordering timer expires. 

Observation 5: With solution 1, when the top-level IAB fail its HO, RAN2 should be involved to discuss how to handle the buffered RRCReconfiguration. 

Observation 6: For solution 2, the migrating IAB-node should send the L2 indication AFTER successful RA procedure and F1 based BAP routing table reconfiguration, and the descendent nodes should send the L2 indication AFTER reception of the L2 indication from its parent node. The RRCReconfiguration should be executed upon reception of the L2 indication.

Observation 7: The principle of solution 2 also applicable for CHO of IAB-node.

Observation 8: Solution 3 does not work when CHO is used for the migrating IAB. And for using normal HO of top level migrating IAB-MT, it may have the issue of how to handle the RRCReconfiguraitonComplete message when the migrating IAB fails HO and reconnect to a different parent.

Observation 9: Solution 4 can be used as another candidate solution to reduce the service interruption reduction, but not aims at achieving the concurrent TNL migration.
Observation 10: The UL DDS will result in large amount of UL packets being buffered at the access IAB node.

Observation 11: There is no packet loss problem anymore since the inter-donor DU re-routing is supported for both intra-donor CU and inter-donor CU case.

Proposal 1: The solution for supporting concurrent TNL migration should also be applicable for intra-donor CHO case. 

Proposal 2: RAN3 does not support solution 1 for concurrent TNL migration, unless the issue is addressed by RAN2 in observation 1, 4 and 5. 

Proposal 3: RAN3 send LS to RAN2 to support the L2 indication for solution 2.

Proposal 4: RAN3 does not introduce UL DDS, for UL packet loss.
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