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1	Introduction
 A new Rel. 17 AI/ML study item RP-201620 “Study on Enhancement for Data Collection for NR and EN-DC” started in RAN3 #110-e. The output of the SI will be captured in TR 37.817. A functional AI/ML framework with a lot of FFS was captured in the TR 37.817 during RAN3 #110-e. In RAN3 #110-e there was no online time allocated to the SI but one agreement was reached and some further open issues were identified based on the inputs from different companies:
Work on the description of each box in the AI functional framework at next meeting.
 Open issues:
- Confirm that feedback from action to data sources is performance feedback, remove related FFS from Editor Note.
- Feedback from action can be used for to model training, whether model training achieves feedback from action directly is FFS.
- Postpone the discussion on other open issues proposed by R3-210617.
- The use cases agreed to start from at RAN3#110 E-meeting could be prioritized.
- Postpone the discussion on detailed description of use case to next meeting.
- whether Actor and Subject of action should be in one box or separate
- whether model training achieves feedback from action directly
- whether to change “Data sources” to “Data collection & preparation”, whether to change “Model training” to “Model training (offline/online)”.
- whether to remove Model performance feedback from Model inference to Model training
 To be continued...
In this contribution, we discuss the open FFS aspects regarding the AI/ML framework and discuss some new open points that need to be addressed. We further provide a TP on the updated AI/ML framework and definitions on the elements that the AI/ML framework contains according to the previous agreement.
2	Discussion
The AI/ML Functional Framework captured in TR 37.817 is shown in Figure 1:




[bookmark: _Ref70672315]Figure 1 Functional Framework as captured in the TR 37.817.

During RAN3 #111-e, it was discussed whether the AI/ML framework should be from the functionality point of view, where the boxes in the framework represent the Data Sources, Model Training Host, Model Inference Host, Actor/Subject of action, or from the processing point of view, where the boxes in the framework represent Data Collection, Model Training, Model Inference and Action/ Subject of action. Both approaches are acceptable in our view, thought describing the functional framework from the processing point of view is simpler since it keeps deployment options outside the scope.

[bookmark: _Hlk71231173]Proposal 1: We propose that the boxes comprising the AI/ML framework should describe Data Collection, Model Training, Model Inference, and Action.

It has also been discussed whether Actor and Subject of Action should be in one or in separate boxes. In our view, it will be more precise to separate Actor and Subject of Action in separate boxes. This may further reveal standardization impacts if the two are located in different network entities. However, we also understand that to reach a consensus we need to keep the framework as general and simple as possible. For this purpose, we suggest including Actor and Subject of Action into a single box. Since we want to keep the framework clean from deployment options, we also support that this box is called “Action”.

Proposal 2: We support including Actor and Subject of Action in a single box called “Action”. If there is consensus in keeping those separate, we are willing to support this option as well.

A lot of discussions have also been made on whether action sends performance feedback or model performance feedback to the data sources/data collection. Performance feedback is the natural way of collecting measurements, KPIs and other performance counters from the network. So, performance feedback can be assumed to be always present from Action towards Data Collection. On the other hand, Model Performance can be evaluated only after an action is taken. Therefore, Model Performance Feedback should be also sent from Action towards Data Collection. 

On a separate aspect, it has been discussed whether Model Performance Feedback should be removed from Model Inference to Model Training. 

Observation 1: Model Performance can only be evaluated after an Action is taken and not during Inference stage. 

Proposal 3: We propose to remove Model Performance Feedback from Model Inference to Model Training.

To keep the framework as general as possible, we propose to abandon the terms Model Performance Feedback and Performance Feedback and use instead the more general term “Feedback” that could be defined to be Model Performance Feedback or Performance Feedback. 

Proposal 4: We propose to replace “Model Performance Feedback” and “Performance Feedback” terminologies with a more general Feedback term. Under this generalized definition, Feedback is sent from Action to Data Collection/Data Sources.

It was discussed during last RAN3 meeting that feedback from Action can be used for Model Training but no agreement could be reached on whether feedback is received directly or only through the Data Collection process. In our view, and to allow for all possible algorithm implementations, we support to also have “Feedback”, instead of Model Performance Feedback, from Action to Model Training. Such feedback is also useful to enable retraining of an ML model in case model performance degrades substantially. 

Proposal 5: Feedback from Action to Model Training is received directly. Feedback can be a retraining request.

Data Preparation aspect is currently missing from the framework. We see two possible approaches on placement of the Data Preparation process:
1.  Data Preparation is included in the Data Collection
2.  Data Preparation is included in Model Training

Including Data Preparation in the Data Collection can help to eliminate and delete unnecessary raw data, add necessary information in the data set or transform existing information for the purposes of training of an ML model. Thus, data sent over the interface will be better fitted and tuned to the ML model using the data and less unnecessary data will need to be sent over the interfaces. However, such approach implies that Data Preparation being specific to an ML Model reveals information of the ML model itself. Also, if Data Preparation is included in the Data Collection then the requested data (which can be normal network counters or other network measurements) would need to be adapted to the model, for which data is being prepared, meaning that for each use case new counters would need to be introduced for storing the prepared data. This may even be per ML algorithm requiring radical changes to the existing counter and measurement definitions. As another alternative, Data Preparation can be included in the Model Training. This would imply sending raw data through the interfaces without any fitting to a particular ML model. Data Collection would in this case resemble existing methods for data collection and at the same time no information will be revealed for the different ML models under consideration.

Proposal 6: We propose to include Data Preparation in the Model Training.

Same aspect arises with respect to Data Collection for Inference. Knowing both the Input and the Output of the inference process would expose the ML model, which is not desirable. Therefore, we propose that data preparation is included inside the Model Inference.

Proposal 7: We propose to include Data Preparation in the Model Inference.

In current evaluation, the environment of the Machine Learning algorithm has not been considered. In our view, the Environment should be part of Data Collection, which contains all the data that can be exploited for making a decision.

Proposal 8: Introduce Environment in the Data Collection.
 
Another question that remains unaddressed is whether we should change Model Training to Model Training (offline/online). Training of different ML algorithms can be done in different time scales which introduces the need to consider both online and offline training options. One alternative could be to introduce two blocks for training, one for online and one for offline training, but this would complicate the ML framework. For this reason, we suggest generalizing the Model Training module to capture both online and offline options.  

Proposal 9: Change Model Training to Model Training (offline/online), to capture both online and offline training options.

The current ML Framework does not allow for data to be requested directly by Model Training. Direct communication of Model Training with Data Collection can make Data Collection simpler and reduce unnecessary data requests while at the same time re-use the existing data producer/consumer SBMA framework [1].

Proposal 10: We propose to introduce a “Data Request” message from Model Training to Data Collection.

2.1 Aspects related to Reinforcement Learning
The current ML framework captured in [2] is general but in our view, it is tuned towards supervised learning ignoring aspects that pertain only to Reinforcement Learning. There are two options to address this problem: 
a) Use a common ML framework for all possible types of learning, supervised learning, unsupervised learning, reinforcement learning: The solution one “figure fits all” may imply that the framework will not be very detailed or “exact” but it will capture the important aspects. This solution has the benefit of simplicity.
b) Use a different ML framework for reinforcement learning and supervised learning/unsupervised learning: Under this approach, the two frameworks can be more precise, capturing more accurately the details towards the specific type of problem, at the cost of providing a more complex ML framework comprising 2 separate figures.

In our view, the ML framework should be simple and hiding as much as possible the implementation details. Therefore, we support to use option a). 

Proposal 11: Use a common high-level ML framework for all 3 types of learning problems, including Supervised Learning, Unsupervised Learning, and Reinforcement Learning.


In Reinforcement Learning, the Output of Inference can include both Exploitation actions, namely actions that have been used so far by the agent and proved to have a good performance, as well as Exploration actions, namely actions that have not been tried so far. Trying these actions can help the agent to obtain a better reward in the future. However, there is no optimal way of trying actions between exploration and exploitation and the agent is doomed to fail at certain times. Speaking in stochastic terms, an agent must attempt a variety of actions and update its policies towards the ones that appear to be best. To obtain statistically reliable results, these actions must be repeated sufficiently much so that a reliable estimate of the reward, received by those actions, can be estimated. The Actor uses either the learnt model or explores new actions (with a certain probability) according to some strategy.

Proposal 12: In case of Reinforcement Learning, Output will be needed from Model Training to Action to enable Exploration actions. 

Proposal 13: We propose to redefine Action to include Actions related to both Exploration and Exploitation.

In Reinforcement Learning, differently from Supervised and Unsupervised Learning, Feedback includes observations and rewards. This should be captured in the definition of Feedback.

Proposal 14: Redefine Feedback to include Observations and Rewards in Reinforcement Learning problems.

[bookmark: _Hlk54023179]According to the agreements from last meeting, it is necessary to define the different blocks and arrows of the AI/ML Framework. Terminology is also important to cover commonly used concepts and terms needed for description of ML operational phases (training, inference, re-training). Such definitions may be found elsewhere, e.g. in [3] from ITU-T. Our proposal can be found in the annex of this paper.

Proposal 15: Define different blocks and arrows of the AI/ML Framework and develop a terminology list for use within this study item. Also provide an updated ML framework according to the discussions in this paper (TP in the annex of this paper). 

3	Conclusion
Proposal 1: We propose that the boxes comprising the AI/ML framework should describe Data Collection, Model Training, Model Inference, and Action.
Proposal 2: We support including Actor and Subject of Action in a single box called “Action”. If there is consensus in keeping those separate, we are willing to support this option as well.
Observation 1: Model Performance can only be evaluated after an Action is taken and not during Inference stage. 
Proposal 3: We propose to remove Model Performance Feedback from Model Inference to Model Training.
Proposal 4: We propose to replace “Model Performance Feedback” and “Performance Feedback” terminologies with a more general Feedback term. Under this generalized definition, Feedback is sent from Action to Data Collection/Data Sources.
Proposal 5: Feedback from Action to Model Training is received directly. Feedback can be a retraining request.
Proposal 6: We propose to include Data Preparation in the Model Training.
Proposal 7: We propose to include Data Preparation in the Model Inference.
Proposal 8: Introduce Environment in the Data Collection.
Proposal 9: Change Model Training to Model Training (offline/online), to capture both online and offline training options.
Proposal 10: We propose to introduce a “Data Request” message from Model Training to Data Collection.
Proposal 11: Use a common high-level ML framework for all 3 types of learning problems, including Supervised Learning, Unsupervised Learning, and Reinforcement Learning.
Proposal 12: In case of Reinforcement Learning, Output will be needed from Model Training to Action to enable Exploration actions.
Proposal 13: We propose to redefine Action to include Actions related to both Exploration and Exploitation.
Proposal 14: Redefine Feedback to include Observations and Rewards in Reinforcement Learning problems.
Proposal 15: Define different blocks and arrows of the AI/ML Framework and develop a terminology list for use within this study item. Also provide an updated ML framework according to the discussions in this paper (TP in the annex of this paper).
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Annex - TP for TR 37.817
[bookmark: _Toc53675655]3	Definitions of terms 
[bookmark: _Toc53675656]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
· Action: An action performed by an actor as a result of the output of an ML-assisted solution. Action can contain both Exploration and Exploitation actions. In case of Reinforcement Learning, Action can further include the Environment with which the agent interacts.
· Actor: The entity which hosts an ML-assisted solution using the output of ML Inference. 
· Data: Comprise raw measurements, KPIs, counters as collected by the Data Collection process.
· Data collection: Data collected from the network nodes, management entity or UE, as a basis for ML model training, data analytics and inference.
· Data Preparation: The process of eliminating and deleting unnecessary raw data, adding necessary information in the data set or transforming existing information for the purposes of training of an ML model.
· Environment: Physical world under control to make a decision. In Reinforcement Learning, it is the physical world where the reinforcement learning agent operates. 
· Exploitation: It is the selection of the best action proposed by a ML-assisted solution, i.e., the selection of the action exploiting the knowledge acquired by the model until that moment.
· Exploration: It is the selection of one of the possible actions not tried so far by the ML-assisted solution. There exist multiple exploration strategies. One example is to select a random action.
· Feedback: Can be Model Performance Feedback or Performance Feedback. Feedback may further contain the observations and rewards in case of Reinforcement Learning. 
· Inference Data: Data needed as input for the ML model for inference, after being processed by Data Preparation. The data needed by an ML model for training and inference may largely overlap, however they are logically different.
· ML-assisted Solution: A solution which addresses a specific use case using Machine-Learning algorithms during operation. As an example, mobility load balancing using ML is an ML-assisted solution.
· ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information, based on a set of inputs 
· ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference.
· ML Inference: A process of using a trained ML model to make a prediction or guide the decision based on collected data and ML model.
· Observations: Data collected from the environment that describe the environment state  
· Output: Result of the Inference process, i.e., the prediction provided by the trained ML model exploiting the knowledge acquired during the training phase. The prediction could be provided as a forecasted value (function approximation as for example load forecasting or Q-value approximation in case of Deep Reinforcement Learning) or as a probability.  
· Reward: It is specific to Reinforcement Learning. Is defined by a “reward” function and indicates how the agent shall behave. Reward can take positive values or can be negative and indicate a cost or penalty. Reward is part of the Feedback to the Environment.  
· Training Data: Data needed for training the ML Model, after being processed by Data Preparation. This is the data of the ML Model including the input plus optional labels for supervised training.

Editor Note: Definition of each terminology might be updated to align with other working groups, in order to have common or unified definition on AI/ML related terminology.
[bookmark: _Toc55814331]4	General Framework
Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)
[bookmark: _Toc55814332]4.1	High-level Principles 
The following high level principles should be applied for AI-enabled RAN intelligence:
· The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
· The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
· The input/output and the location of AI inference should be studied case by case.
· Training aspects are FFS
· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.

[bookmark: _Toc55814333]4.2	Functional Framework
Editor Note: the details for the framework below is FFS including whether Actor and Subject of action should be in one box or separate, whether feedback from action to Model training host is needed, the name in each box is from functionality or from processing point of view, the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback and other possible refinement.




Figure 4.2-1: Functional Framework for RAN Intelligence
The meaning of dashed arrow and dashed box is that it they are optional and conditional on Reinforcement Learning being used.
Editor Note: figure is FFS.
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