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1	Introduction
During the study on Enhancements on RAN slicing, RAN3 produced the LS in [1] where RAN3 asked SA5 to assess solutions with OAM impacts captured in TR38.832 v0.3.0. SA5 responded with the LS in [2], where some insights are given on what can be achieved by means of current SA5 specifications. This paper discusses the LS and provides a way forward.
3	Discussion
The most relevant input from the LS in [2], for the solutions evaluation to be performed by RAN3, is the following:
· [bookmark: _Hlk70621913][bookmark: _Hlk62542860]Regarding candidate solution 6.2.3 (Configuration Based Solution), the concept of RRMPolicyRatio is available as defined by SA5. It may be modified to accommodate for local traffic situations. Shared resources are always available for contention. Resources with priority for certain slices are shared when not used. Dedicated resources cannot currently be shared outside the assigned group of slices. A study in SA5 may be needed if further capabilities are deemed required by RAN. Pre-emption is primarily a question for RAN3, where SA5 will provide management capabilities as required. RRMPolicy defined in TS 28.541 can therefore be useful for scenario 1 (Slice resource shortage in case of Intra-RA mobility and Inter-RA mobility) without needing remapping between different S-NSSAIs but is not useful for scenario 2 (Non-supported slice in case of Inter-RA mobility).
· Regarding candidate solution 6.2.5 (Slice resource re-partitioning), the concept of RRMPolicyRatio is available as defined by SA5. It may be dynamically modified to accommodate for local traffic situations, therefore re-partitioning resources (a.k.a reconfiguring ratios) between groups of network slices is possible. Shared resources are always available for contention. Resources with priority for certain slices are shared when not used, i.e. making the partition soft. A study in SA5 may be needed if further capabilities are deemed required by RAN.

3.1	Analysis of SA5 replies for Scenario 1 of the Configuration Based solution
[bookmark: _Hlk70696445]In the first part SA5 addresses “Scenario 1” of the Configuration Based Solutions (section 6.2.3.1 of TR 38.832 v1.0.0). 
The clarifications made by the reply from SA5 are the following:
· RRMPolicyRatios may be dynamically modified. Namely, if there is the need to increase or decrease a certain RRMPolicyRatio, e.g. due to high load, this is possible in a dynamic way.

· “Pre-emption is primarily a question for RAN3”, namely, how to prioritise admission of slices that are members of the rRMPolicyMemberList for a given pool of resources, is outside SA5 scope. Admission is controlled by ARP values, hence if slices have equal rights to access a common pool of resources and if there are not enough resources to admit all slices, retention and pre-emption will be applied according to the ARP value of each DRB

· “Shared resources are always available for contention.”, namely all slices can accessresources of an RRMPolicyRatio of resourceType “Shared Resources”. DRBs compete for the shared resources on the bases of ARP and QoS attributes.

· “Resources with priority for certain slices are shared when not used”, namely all the S-NSSAIs listed in the “rRMPolicyMemberList” for a RRMPolicyRatio of resourceType “Prioritised Resources” have priority in accessing these resources. DRBs of each member slice compete for the shared resources on the bases of ARP and QoS attributes. When resources in this RRMPolicyRatio are not used by the S-NSSAIs in the rRMPolicyMemberList then they can be used by other S-NSSAIs.

· “Dedicated resources cannot currently be shared outside the assigned group of slices”, namely all the S-NSSAIs listed in the “rRMPolicyMemberList” for a RRMPolicyRatio of resourceType “Dedicated Resources” have priority in accessing these resources. DRBs of each member slice compete for the dedicated resources on the bases of ARP and QoS attributes. When resources in this RRMPolicyRatio are not used by the S-NSSAIs in the rRMPolicyMemberList then they cannot be used by other S-NSSAIs.

The conclusions from the above are that if resources are defined as “dedicated” it is because they shall be reserved for usage only for S-NSSAIs within the rRMPolicyMemberList. If Dedicated Resources could be accessed by slices not in the rRMPolicyMemberList, they would not be dedicated anymore. 
Conclusion 1: Allowing S-NSSAIs not included in the rRMPolicyMemberList of a dedicated RRMPolicyRatio defeats the purpose of defining these resources as dedicated and should be avoided.
Conclusion 2: if a DRB associated to a given S-NSSAI has sufficiently high ARP, it can be admitted in Prioritised Resources (if the S-NSSAI is member of the rRMPolicyMemberList) or it can be admitted in Shared Resources. If a DRB associated to a given S-NSSAI has low ARP, it is plausible that such QoS Flow is not admitted and therefore slice resource remapping is not possible for this flow.
3.2	Analysis of SA5 replies for the Slice Resource Re-partitioning solution
[bookmark: _Hlk70696418]SA5 addresses the Slice Resource Re-partitioning solution (section 6.2.3.2 of TR38.832 v1.0.0). The main point of SA5 analysis are:
· RRMPolicyRatios “may be dynamically modified to accommodate for local traffic situations, therefore re-partitioning resources (a.k.a reconfiguring ratios) between groups of network slices is possible”. Hence, in a situation of high load that may imply denial of access for services of a certain S-NSSAI into a cell, the RRMPolicyRatios can be modified and adjusted to make room for specific services. 
· The same details described above about shared and dedicated resources are added in relation to the Slice Resource Re-partitioning solution
With respect to the Slice Resource Re-partitioning, one possible solution for resource remapping can be achieved by adding the S-NSSAI in need of remapping to the “rRMPolicyMemberList” of multiple dedicated partitions. A DRB associated to that S-NSSAI will be admitted if resources are available in a first selected Dedicated Resource partition. If this is not possible, e.g. due to the partition being full and due to insufficient ARP, the QoS Flow for that S-NSSAI may be admitted to a second Dedicated Resource partition, if the ARP levels is sufficiently high or if resources are available. Figure 1 explains this concept


Figure 1: example of slice resource remapping using existing Dedicated RRMPolicyRatios

By means of the scheme proposed in Figure 1, a form of slice resource remapping can be achieved. An implementation may always attempt to assign to a DRB for S-NSSAI A the partition associated solely to S-NSSAI A. Only if that partition is full, the implementation may try to assign to the DRB resources from a dedicated partition assigned to S-NSSAI A and other S-NSSAIs (e.g. assigned to S-NSSAI A and S-NSSAI B).
Conclusion3: it is possible by means of today’s RRM PolicyRatios to achieve one implementation of slice resource remapping that can be used by the Slice Resource Re-partitioning solution (section 6.2.3.2 of TR38.832 v1.0.0) 

3	Conclusion
In this paper the LS from SA5 in [2] has been analysed. The LS can be interpreted to justify one possible implementation by which slice resource remapping could already be possible according to existing RRMPolicyRatio definition in the SA5 specifications. It is proposed to agree to the following conclusion
Conclusion 1: Allowing S-NSSAIs not included in the rRMPolicyMemberList of a dedicated RRMPolicyRatio defeats the purpose of defining these resources as dedicated and should be avoided.
Conclusion 2: if a DRB associated to a given S-NSSAI has sufficiently high ARP, it can be admitted in Prioritised Resources (if the S-NSSAI is member of the rRMPolicyMemberList) or it can be admitted in Shared Resources. If a DRB associated to a given S-NSSAI has low ARP, it is plausible that such QoS Flow is not admitted and therefore slice resource remapping is not possible for this flow.
Conclusion 3: it is possible by means of today’s RRM PolicyRatios to achieve one implementation of slice resource remapping that can be used by the Slice Resource Re-partitioning solution (section 6.2.3.2 of TR38.832 v1.0.0) 

A reply LS to [2] s in R3-212303 and it is in line with the above reasoning.
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