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1 Introduction

In RAN3#110e meeting, the use cases as starting point are agreed as 

- As a starting point, focus on at least the following use cases: Energy saving, load balancing, traffic steering/mobility optimization (other use cases, e.g. optimization of physical layer parameters, are not precluded)

- Augmented information should be studied case by case, e.g. history info, info needed for prediction, etc.
And the scope of standard impact is agreed as:
Study the enhancement of network interfaces to support AI enabled RAN intelligence based on the agreed use cases.

Coordinate with other working groups later for NRM enhancement when needed.

Detailed AI functionality and interface impacts could be studied case by case for the agreed use cases later.

Reuse the existing procedures for SON/MDT as the baseline for data collection or SON related use case where it fits. And additional enhancement/new signaling is studied when needed.
And the open issues are also listed for future study to be clarified, including:
For the identified use cases

How to enable the AI related functions in current RAN architecture: To be continued...
In this contribution, for identified use cases, the corresponding standard impact is analyzed.
2 Discussion
2.1 AI-aided Load Balancing
2.1.1 Description

Load balancing is designed to manage congestion through load transferring. It is to improve the system capacity by distributing traffic across the system radio resources. This function is based on the exchange of resource status among neighbors. As the collected resource information is for current or past states, the load balancing strategy cannot fit for the network state changes especially in the high-mobility and high-connections networks. Thus, the effectivity of the load balancing strategy may be not good, or it cannot maintain the balanced state in a long period. Consequently, frequent handover may be applied for some UEs to fit for the time-varying load distribution, bringing the risk for call drop and additional delay. And local overload may happen if transferring the load to a node with new-arrival heavy traffic. Besides, historical load state based strategy in the conventional mechanism may lead to multiple strategy settings to adapt the variation, sub-optimal capacity, and unnecessary or wrong handover decision. So, to improve the load balancing strategy efficiency, ML model can take advantage of the prediction function to overcome the drawbacks of short-term strategy to realize stable load balancing among dense networks to improve capacity with low overhead and latency. 
2.1.2 Solution and standard impacts

ML model can help to predict the resource status/load status for the following time period by finding the trend of resource status change, so that the load balancing strategy takes the predicted resource status into account to realize a long-term stable load distribution and avoid local overload. Alternatively, ML model can generate the adaptive load balancing strategy directly by exploring the complex relationship among current/historical resource status, load balancing strategy and network performance. Thus the intelligent strategy can integrate a variety of factors to achieve optimized load distribution.
In terms of AI functionality, AI-aided load balancing is classified into two types:

· Type 1 ML-assisted load balancing: Load balancing strategy is generated by conventional method based on the predicted resource status, where the predicted resource status is generated by ML model. 

· Type 2 ML-generated load balancing: Load balancing strategy is generated by ML model based on the current/historical resource status.
The existing scheme supports to exchange the historical/current resource status via Xn, F1, E1 interfaces, which can be taken as the input of ML model. ML model explores the trend of resource status change and generates the predicted resource status or load balancing strategy directly. With the consideration of data availability and computation resources, for the split structure, CU is a proper candidate for ML model to reside. The reason includes 1) the computation resource for CU is more sufficient than that of DU; 2) CU can collect resource status from DU via F1 interface based on TS 38.473 and exchange the status with neighbors via Xn interface based on TS 38.423; 3) CU is responsible to make decision of UE handover to transferring load.
For type 1, the work procedure is as following:
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	Figure 1.1: Type 1 ML-assisted Load Balancing between gNB
	Figure 1.2: Type 1 ML-assisted Load Balancing for Split Structure


Step 1: gNB1 requests gNB2 to feedback the predicted resource status.
Step 2: gNB2 responses gNB1 about whether gNB2 can feedback to the requested resource status prediction.

Step 3.a: With collected data of the resource status from neighbors and itself, gNB2 predicts the resource status via ML model based on the request received in Step 1.

Step 3.b: gNB2 reports the predicted resource status based on the request received in Step 1.

If the resource status prediction request in step 1 indicates the periodical reporting, repeat step 3.a and step 3.b to periodically reporting predicted resource status.
Step 4: gNB1 takes into consideration of the predicted resource status from neighbors and generates the load balancing strategy.
Step 5: gNB1 transfers the load based on the strategy generated in Step 4 or shares the load balancing strategy to neighbors in advance to provide reference for their further mobility management or load balancing strategy.
For the type 1 with split structure of gNB, the work procedure is similar as the case between gNBs.

For type 2, the work procedure is as following:
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	Figure 2.1: Type 2 ML-generated Load Balancing between gNB
	Figure 2.2: Type 2 AI-generated Load Balancing for Split Structure


Step 1: gNB1 requests gNB2 to feedback the resource status.

Step 2: gNB2 responses gNB1 about whether gNB2 can feedback to the requested resource status.

Step 3.1: gNB2 sends the resource status based on the request received in Step 1.

Step 3.2 and Step 3.3: If the resource status request indicates the periodical reporting, execute these steps to periodically reporting resource status.

Step 4: With collected data of the resource status from neighbors and itself, gNB1 generates the load balancing strategy via ML model.

Step 5: gNB1 transfers the load based on the strategy generated in Step 4 or shares the load balancing strategy to neighbors in advance to provide reference for their further mobility management or load balancing strategy.
For the type 2 with split structure of gNB, the work procedure is similar as the case between gNBs.

The functionality, input and output of ML model inference can be:
· AI functionality: 

· predicted resource status

· predicted load balancing strategy
· Input: 
· node resource status 
· neighbor resource status
· Output: 
· predicted resource status

· predicted resource status

· predicted resource increment/reduction

· predicted status corresponding time 

· predicted load balancing strategy

· action type, inc. transferring out, transferring in, etc.
· source node
· target node
· load transferring amount
· action time

To support AI-aided load balancing, NG-RAN node is required to support ML model inference, exchange predicted resource status or predicted load balancing strategy.
Proposal 1: 
To support AI-aided load balancing, ML model help to predict resource status and/or generate load balancing strategy directly.
Proposal 2: 
To support AI-aided load balancing, NG-RAN node is required to support ML model inference, exchange predicted resource status or predicted load balancing strategy. 
Proposal 3: 
To support AI-aided load balancing, for split gNB, ML model can be deployed to CU. 

Proposal 4: 
Kindly ask to capture above AI-aided load balancing information into the related TR 37.817.
2.2 AI-aided Energy Saving

2.2.1 Description
Energy saving is a self-optimization function to enable the network to switch-on/off node to reduce the energy consumption, while guaranteeing a target level of quality of service or experience. The existing mechanism provides the current/past load/number of UEs for a node to make energy saving decision. However, the efficiency of current/past-state based local decision may be low. When the load in neighbor nodes is extreme high or the load in the following time period changes rapidly, it may lead to switch-on/off ping-pong, overload of neighbor cells, and call drop, resulting in poor QoS performance. Besides, in such case, the node needs to set the energy saving decision after a short time, which leads to high overhead to inform the decision to other network nodes and/or high energy consumption due to the consumption for switch-on/off. Hence, in order to improve the efficiency and efficient-time of energy saving decision, AI provides an approach to predict the load status or infer the energy saving decision to improve the efficiency and extend the efficient-time of energy saving decision via exploiting the relationship among massive collected load status data. 
2.2.2 Solutions and standard impacts
ML model can help to predict the resource status/load status for the following time period by finding the trend of resource status change, so that the energy saving decision take the predicted resource status into account to avoid switch-on/off ping-pong and overload of neighbor cells. Alternatively, ML model can generate the adaptive energy saving decision directly by exploring the complex relationship among current/historical resource status, energy saving decision and network performance to maintain the network performance while achieve energy saving.

In terms of AI functionality, AI-aided energy saving is classified into two types:

· Type 1 ML-assisted energy saving: Energy saving decision is generated by conventional method based on the predicted resource status, where the predicted resource status is generated by ML model. 

· Type 2 ML-generated energy saving: Energy saving decision is generated by ML model based on the current/historical resource status.
The existing scheme supports to exchange the historical/current resource status via Xn, F1, E1 interfaces, which can be taken as the input of ML model. ML model explores the trend of resource status change and generates the predicted resource status or energy saving strategy directly. As for deployment, for split structure, with the consideration of data availability and computation resources, CU is a proper candidate for AI model to reside. The reason includes 1) the computation resource for CU is more sufficient than that of DU; 2) CU can collect resource status from DU via F1 interface based on TS 38.473 and exchange the status with neighbors via Xn interface based on TS 38.423; 3) CU is responsible to inform the configuration update to the neighbors. 
For type 1, the work procedure is as following:
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	Figure 3.1: Type 1 ML-assisted Energy Saving between gNB
	Figure 3.2: Type 1 ML-assisted Energy Saving for Split Structure


Step 1: gNB1 requests gNB2 to feedback the predicted resource status.

Step 2: gNB2 responses gNB1 about whether gNB2 can feedback to the requested resource status prediction.

Step 3.a: With collected data of the resource status from neighbors and itself, gNB2 predicts the resource status via ML model based on the request received in Step 1.

Step 3.b: gNB2 reports the predicted resource status based on the request received in Step 1.

If the resource status prediction request in step 1 indicates the periodical reporting, repeat step 3.a and step 3.b to periodically reporting predicted resource status.

Step 4: gNB1 takes into consideration of the predicted resource status from neighbors and generates the energy saving decision.

Step 5: gNB1 sends the decision to neighbors in advance to provide reference for their further mobility management or load balancing strategy.
For the type 1 with split structure of gNB, the work procedure is similar as the case between gNBs.

For type 2, the work procedure is as following:
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	Figure 4.1: Type 2 ML-generated Energy Saving between gNB
	Figure 4.2: Type 2 AI-generated Energy Saving for Split Structure


Step 1: gNB1 requests gNB2 to feedback the resource status.

Step 2: gNB2 responses gNB1 about whether gNB2 can feedback to the requested resource status.

Step 3.1: gNB2 sends the resource status based on the request received in Step 1.

Step 3.2 and Step 3.3: If the resource status request indicates the periodical reporting, execute these steps to periodically reporting resource status.

Step 4: With collected data of the resource status from neighbors and itself, gNB1 generates the energy saving decision via ML model.

Step 5: gNB1 sends the decision to neighbors in advance to provide reference for their further mobility management or load balancing strategy.
For the type 2 with split structure of gNB, the work procedure is similar as the case between gNBs.

The functionality, input and output of ML model inference can be:

· AI functionality: 

· predicted resource status

· predicted energy saving decision
· Input: 
· node resource status
· neighbor resource status

· Output: 

· predicted resource status

· predicted resource status

· predicted resource special status, inc. sudden-increment, sudden-reduction, high state, low state, etc.

· predicted status corresponding time 

· predicted energy saving

· action level, inc. subframe, channel, carrier, device, etc.

· action type, inc. turn on, turn off, etc.

· action source

· action time

To support AI-aided energy saving, NG-RAN node is required to support ML model inference, exchange predicted resource status or predicted energy saving decision.

Proposal 5: 
To support AI-aided energy saving, ML model help to predict resource status and/or generate energy saving decision directly.
Proposal 6: 
To support AI-aided energy saving, NG-RAN node is required to support ML model inference, exchange predicted resource status or predicted energy saving decision.
Proposal 7: 
To support AI-aided energy saving, for split gNB, ML model can be deployed to CU. 

Proposal 8: 
Kindly ask to capture above AI-aided energy saving information into the related TR 37.817.

3 Conclusion

RAN3 is requested to discuss and if possible agree on the following proposals:
Proposal 1: 
To support AI-aided load balancing, ML model help to predict resource status and/or generate load balancing strategy directly.
Proposal 2: 
To support AI-aided load balancing, NG-RAN node is required to support ML model inference, exchange predicted resource status or predicted load balancing strategy.
Proposal 3: 
To support AI-aided load balancing, for split gNB, ML model can be deployed to CU. 

Proposal 4: 
Kindly ask to capture above AI-aided load balancing information into the related TR 37.817.

Proposal 5: 
To support AI-aided energy saving, ML model help to predict resource status and/or generate energy saving decision directly.
Proposal 6: 
To support AI-aided energy saving, NG-RAN node is required to support ML model inference, exchange predicted resource status or predicted energy saving decision.
Proposal 7: 
To support AI-aided energy saving, for split gNB, ML model can be deployed to CU. 

Proposal 8: 
Kindly ask to capture above AI-aided energy saving information into the related TR 37.817.
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