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1 Introduction

In RAN3#110e meeting, an initial functional framework has been agreed for discussion with several remaining issues for further discussion as below [2].
Editor's Note: the details for the framework below is FFS including whether Actor and Subject of action should be in one box or separate, whether feedback from action to Model training host is needed, the name in each box is from functionality or from processing point of view, the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback and other possible refinement.
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RAN3#111e meeting adds more open issues to be clarified, including:
Open issues:

- Confirm that feedback from action to data sources is performance feedback, remove related FFS from Editor Note.

- Feedback from action can be used for to model training, whether model training achieves feedback from action directly is FFS.

- Postpone the discussion on other open issues proposed by R3-210617.

- The use cases agreed to start from at RAN3#110 E-meeting could be prioritized.

- Postpone the discussion on detailed description of use case to next meeting.

- whether Actor and Subject of action should be in one box or separate

- whether model training achieves feedback from action directly

- whether to change “Data sources” to “Data collection & preparation”, whether to change “Model training” to “Model training (offline/online)”.

- whether to remove Model performance feedback from Model inference to Model training

 To be continued...
In this contribution, the functional framework corresponding open issues are discussed. 
2 Discussion
After discussion of two meeting periods, there is a list of open issues to be further solved to reach a common framework and relevant terminologies to help future study. Due to high relevance of ML model and data set/function, the work flow, ML functionality and corresponding input/output should be studied case by case. So, the role of framework is just to provide the reference or the guide for the detailed use case study.
Based on the discussion of RAN3#110e and RAN3#111e meeting, there are two main alternatives for the framework as
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Figure 1: Alternative 1
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Figure 2: Alternative 2
And the open issues for framework mainly reside in three aspects: block name, block structure, feedback.
· Block name:

· Whether the name in each box is from functionality (as alternative1) or from processing point of view (as alternative2)
· Whether to change “Data sources” to “Data collection & preparation”, whether to change “Model training” to “Model training (offline/online)”

· Block structure:

· Whether “Actor” and “Subject of action” should be in one box or separate
· Feedback:

· Whether to remove “Model performance feedback” from “Model inference” to “Model training”
· Whether the feedback from “Subject of action” to “Data sources” is “Performance feedback” or “Model performance feedback”
· Whether feedback from “Action” to “Model training host” is needed, 
For the block name, the alternative1 framework is made up of functionality blocks and relevant interaction between each functionality block. The blocks are named as “Data sources”, “Model training”, “Model inference”, “Actor” and “Subject of action” (detailed discussion of block “Action” and “Subject of action” is in following part). It clearly shows the function & the input/output of each component and the working relationship among all participators, which is beneficial for exploring the network node functionality and corresponding interface impact. 

The block names of the alternative2 framework come from the function/processing, including “Data collection”, “Model training”, “Model inference”, “Action”. It shows the process of AI/ML operation, the functionality of each step and the related input/output of each step, which is beneficial for exploring the lifecycle management of the ML function implementation.
Observation 1: 
Two alternatives both can provide guide for further use case study. The alternative1 framework is beneficial for exploring the standardization impact. The alternative2 framework is beneficial for exploring the lifecycle management of the ML function implementation.
For “Data sources” or “Data collection”, “Data sources” describes where the data come from, and “Data collection” shows the data collecting function for model training or inference. So “Data sources” is suitable for framework alternative 1 and “Data collection” is better for alternative 2.
Regarding “Data collection & preparation”, the definition of “Data collection” has been captured in the TR 37.817[3], but what “preparation” would do is not clear and there is no common understanding for it. If adding “preparation” to “Data collection”, it is better to have a definition of “preparation”.

Observation 2: 
“Data sources” is suitable for the alternative1 framework. “Data collection” or “Data collection & preparation” is better for alternative2 framework.
Proposal 1: 
If the block named as “Data collection & preparation”, it is better to have a definition of “Data preparation”.
For “model training” or “model training (offline/online)”, the definition of “ML training” is already been captured in the TR 37.817[3] as 

· ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference

So offline/online is included in the stage of training. Thus, to make the framework figure brief and clear, “online/offline” is unnecessary to stress repeatedly and “model training” is enough to describe the functionality. 
Proposal 2: 
Compared with “Model training (offline/online)”, “Model training” is better to make the framework brief and clear. 
For the separate structure of “Actor” and “Subject of action”, “Actor” is the one to receive the output of ML model, while “Subject of action” is the one to execute the solution. The model output maybe is intermediate results to assist decision-making (such as prediction results) instead of the final decision, which depends on the use case and functionality of ML model. If intermediate results, “Actor” needs to process the model outputs to related decision/policy. Moreover, “Actor” to receive model outputs and “Subject of action” to apply the decision/policy may be the different nodes/entities. Hence, the separation helps to investigate standardization impacts over the interfaces depending on the use case.
For one box of “Action”, it is to integrate the receiving ML model output, processing the output and execute the related decision/policy. It is a description of an integrated process to make it clear and simple for a guideline framework. 
Observation 3: 
“Actor” and “Subject of action” in separate boxes is better to help to investigate detailed standardization impact. “Action” in one box is clear and simple to show the function after ML inference.
In terms of the feedback from “Model inference” to “Model training”, it is used for transferring the model performance to provide the information for model training. For offline training, model is deployed for inference after training and keeps static during the inference period. As model performance is highly relevant to the training data, if the inference data has significant change compared with training data, the knowledge of model learnt is no longer valuable and model performance downgrades, e.g. when the network changes such as node deployment/state or channel status. In such case, re-training maybe is required to let model learn new knowledge from new-collected training data. Thus, model inference should evaluate whether model still works well e.g. whether the prediction accuracy is still acceptable. Then, model inference can feedback the model evaluation results to model training to trigger the re-training procedure if the model evaluation is not good. So the model performance feedback from “Model inference” to “Model training” should be kept. 
Proposal 3: 
Model performance feedback from “Model inference” to “Model training” should be kept. 
The feedback from “Subject of action” (or “action”) to “Data sources” (or “Data collection”) is to reflect the actual network performance after applying the ML-generated or ML-assisted solution, such as QoS or other KPI parameters. The network performance data can be used as input to training and/or inference with the aim as (1) feedback the model decision impact for RAN so as to improve the model efficiency; (2) describe the current network status. The network performance feedback is the base for tag setting in supervised learning or reward design in reinforcement learning. Node obtains the solution from ML model directly or makes the strategy based on the results/predicted parameters from ML model. The solution may improve/keep/downgrade the network performance. The network carries out the solution and feedbacks the network performance to report the solution effect. Then, to ensure the model generating desired output, model training needs the knowledge about whether the solution is good or not. Besides, the network performance is the one of parameters to describe the current network status, which can be used as input for model training/inference to generate appropriate outputs.
For the feedback from “Model inference” to “Model training” is the model evaluation value to evaluate whether model works well, which is more proper to be named as model performance feedback. 

Thus, the feedback from “Subject of action” (or “Action”) to “Data sources” (or “Data collection”) should be named as performance feedback.

Proposal 4: 
The feedback from “Subject of action” (or “Action”) to “Data sources” (or “Data collection”) should be named as performance feedback.
For the feedback from “Subject of action” (or “Action”) to “Model training”, the first issue is whether this feedback can be used to trigger the re-training procedure. Network performance depends on multiple factors, such as channel condition, generated policy, equipment issues etc. If the network performance is bad, the analysis is required to be done to find out the reason firstly. When the problem is coming from ML model based on analysis, the model needs to trigger the re-training procedure to update the model, otherwise, the model re-training should not be triggered. So the retraining procedure cannot be triggered directly by the network performance. 

The second issue is whether to feedback network performance data for reinforcement learning or online training. The performance data can be one of the input for training, as discussed in the previous paragraph. For the current framework, the performance data can be obtained by “Model training” from “Data sources” (or “Data collection”) as training data, which is more reasonable for the role of performance data for reinforcement learning or online training.

Thus, there is no need to feedback from “Subject of action” (or “Action”) to “Model training” directly.
Proposal 5: 
There is no need to feedback from “Subject of action” (or “Action”) to “Model training” directly. 
There are two roles of ML model for RAN. ML model can provides the solution for RAN directly or generates the intermediate results which can be the reference for RAN to generate final strategy. And regarding to use cases, the RAN impact and ML model functionality/input/output are different for the two types of solutions. For example, for load balancing, the first method is that ML model can generate load transferring strategy directly, where the AI functionality is to explore relationship among the load status, load balancing strategy, load distribution, network performance etc. For the other method, ML model can predict the load status and then RAN can take the predicted load status as reference to generate load balancing strategy, where the AI functionality is to detect the trend of load status change. So for further use case study, it is better to capture the terms of the solution type as:
· ML-generated solution: The solution which is generated by ML model directly.

· ML-assisted solution: The solution which is obtained with the aid of the ML model outputs instead of from ML model directly.
Proposal 6: 
The solution should be divided into “ML-generated solution” and “ML-assisted solution”. And the terms should be captured into TR 37.817.
3 Conclusion

RAN3 is requested to discuss and if possible agree on the following proposals:
Observation 1: 
Two alternatives both can provide guide for further use case study. The alternative1 framework is beneficial for exploring the standardization impact. The alternative2 framework is beneficial for exploring the lifecycle management of the ML function implementation.
Observation 2: 
“Data sources” is suitable for the alternative1 framework. “Data collection” or “Data collection & preparation” is better for alternative2 framework.
Observation 3: 
“Actor” and “Subject of action” in separate boxes is better to help to investigate detailed standardization impact. “Action” in one box is clear and simple to show the function after ML inference.

Proposal 1: 
If the block named as “Data collection & preparation”, it is better to have a definition of “Data preparation”.
Proposal 2: 
Compared with “Model training (offline/online)”, “Model training” is better to make the framework brief and clear. 
Proposal 3: 
Model performance feedback from “Model inference” to “Model training” should be kept. 
Proposal 4: 
The feedback from “Subject of action” (or “Action”) to “Data sources” (or “Data collection”) should be named as performance feedback.
Proposal 5: 
There is no need to feedback from “Subject of action” (or “Action”) to “Model training” directly. 
Proposal 6: 
The solution should be divided into “ML-generated solution” and “ML-assisted solution”. And the terms should be captured into TR 37.817.
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5
Appendix: Text Proposal 
The following definition and description of framework should be captured in the TR 37.817:

3
Definitions of terms, symbols and abbreviations

3.1
Terms

· ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference.

· ML Inference: A process of using a trained ML model to make a prediction or guide the decision based on collected data and ML model.

· ML-generated solution: The solution which is generated by ML model directly.
· ML-assisted solution: The solution which is obtained with the aid of the ML model outputs instead of from ML model directly.
4
General Framework
4.2
Functional Framework
[For alternative1]
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Figure 4.2-1: Functional Framework for RAN Intelligence


· Data sources: The network function which provides the data for ML training and/or ML inference.

· Model training: The network function which performs ML training and outputs the ML model.

· Model inference: The network function which performs ML Inference based on the ML model received from model training.
· Actor: The network function which hosts the ML-generated solution by using the ML model results directly, or the ML-assisted solution by processing the ML model results to corresponding solution.

· Subject of action: The network function which is configured, controlled, or informed as result of the ML-generated or ML-assisted solution.
· Action: Action generated by actor based on ML-generated or ML-assisted solution and carried out by subject of action.
· Model performance feedback: The evaluation of model effectiveness.

· Performance feedback: The evaluation of actual network performance after applying ML-generated solution or ML-assisted solution.
 [For alternative2]
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Figure 4.2-1: Functional Framework for RAN Intelligence
· Data collection: The network function which collects the data from data sources.

· Model training: The network function which performs ML training and outputs the ML model.

· Model inference: The network function which performs ML Inference based on the ML model received from model training.
· Action: The network function which executes the ML-generated solution or ML-assisted solution. For ML-generated solution, it is to execute the received ML model output directly. For ML-assisted solution, it is to process the received ML model output to generate corresponding solution and execute the solution.

· Model performance feedback: The evaluation of model effectiveness.
· Performance feedback: The evaluation of actual network performance after applying ML-generated solution or ML-assisted solution.
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