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Introduction
In last meeting, RAN3 agreed to reuse F1AP GNB-DU Status Indication procedure for CP-based congestion indication for IAB networks and a CR was approved. For UP bases, we have two options to consider. In this contribution, we will further discuss CP-based congestion and UP-based congestion respectively. The proposals are also provide to address some open issues raised by last meeting.
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CP-based congestion mitigation
1. 
2. 
2.1. 
2.1.1. Granularity 
RAN3 has three options for the granularity of CP-based congestion indication i.e., per BAP routing ID, per child link and BH RLC CH ID [1]. As we agreed before, CP-based congestion mitigation is used when UP-based congestion mitigation cannot address overload well e.g., long term congestion. From CU-CP perspective, it can modify the BH information which including the BAP routing ID and egress BH RLC CH List. Moreover, IAB-DU detects the congestion which is per BH RLC CH but it is no harm for CU-CP to get more information i.e., BAP routing ID. It provides a more general and straightforward indication to CU-CP. Based on the above reasons, the granularity of CP-based congestion indication should per BAP routing ID and BH RLC CH ID. Per child link may not suitable for CU-CP congestion mitigation. For example, there are three BH RLC channel in congestion link between IAB node 1 and IAB node 2. BH RLC channel 1 is congestion heavy or link degradation but BH RLC channel 2 and BH RLC channel 3 has low data transmit and performance good. CU-CP reports the congestion status may up to implementation (average or percentage), but both options are not accurate. CU-CP may still send data via BH RLC channel 1 which lead to serious data loss.
Proposal 1: RAN3 supports CP-based congestion mitigation per BAP routing ID and per BH RLC CH ID.
2.1.2. GNB-DU STATUS INDICATION 
We approach a CR for CP-based congestion mitigation in last meeting, the details is FFS. One of controversial issue is how to gNB-DU Overload Information co-exists with IAB Congestion Indication in GNB-DU STATUS INDICATION. In current CR [2], IAB congestion indication IE means whether IAB-DU congestion or not. However, it will lead to CU think that both IAB-DU and gNB-DU are overload even if gNB-DU is work well. We consider introducing a new IE, IAB-DU congestion indication, which is similar as gNB-DU congestion indication in gNB-DU Overload Information. It has two values that are “overloaded” and “not-overloaded”. If an IAB-DU congests, IAB-DU congestion indication set to “overloaded” but gNB-DU overload information set to “not-overloaded”. 
GNB-DU/IAB-DU sends overload indication to CU is aim to mitigate congestion, reflecting the overload status is the only purpose of GNB-DU STATUS INDICATION. If it is set to “ignore”, then sending this message to CU is meaningless. We support that when criticality is yes, the assigned criticality should be set to reject. 
Proposal 2: RAN3 agrees TP for IAB BL CR for TS 38.473 in Annex
2.2. UP-based congestion mitigation
In last meeting, we agreed to focus on the UP-based congestion mitigation in two options i.e. packet marking and no enhancement (use current DDDS) [1]. We do acknowledge that packet marking is workable to reflect congestion on intermediate nodes. The packet marking is added at congestion node and further send to access node, and then access node will report it via DDDS. Namely, it needs to introduce one bit on BAP header to represent congestion. Moreover, there are many details of packet marking should be discussed, e.g., trigger condition (by implementation?), RAN2 involved since BAP layer change? , how to reflect the degree of congestion (by the number of marked packet in a period)? , layer interaction between RLC, BAP and F1-U is needed? It certainly increases the workload for RAN3. 
Observation 1: Packet marking is workable but too much work needs to be done.
From other perspective, DDDS is sent to CU per BH RLC/DRB in current spec. The intermediate node is a logical conception. Intermediate node also can be an access node for other UEs and a BH RLC link also can be an access link for other UEs. The other UE connects to “intermediate node” can report DDDS to donor-CU when congestion is occurred.
Observation 2: Intermediate node also can be an access node for other UEs. 
We understand that the current DDDS cannot reflect the congestion on pure intermediate nodes. However, current DDDS already support to identify how many on fly packets. Since donor CU knows the highest PDCP SN has been sent out and the highest PDCP SN received by UE (AM mode) or highest PDCP SN sends out by access IAB node DU (UM mode). If the on fly packets are more than a threshold then donor CU could reduce the number of packets sent out or reduce the data rate by implementation. The hop by hop flow controls and CP-based congestion indication also useful for congestion mitigation. Moreover, considering the actual IAB deployment, there won't be too many intermediate nodes. We better not introduce a complex method for intermediate node congestion.
Proposal 3: RAN3 reuses current DDDS for UP-based congestion mitigation.
Annex TP for IAB BL CR for TS 38.473
9.2.1.15	GNB-DU STATUS INDICATION
This message is sent by the gNB-DU to indicate to the gNB-CU its status of overload.
Direction: gNB-DU  gNB-CU
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	ignore

	Transaction ID
	M
	
	9.3.1.23
	
	YES
	reject

	gNB-DU Overload Information
	M
	
	ENUMERATED (overloaded, not-overloaded)
	
	YES
	reject

	  IAB-DU Congestion Indication 
	O
	
	ENUMERATED (overloaded, not-overloaded)
	
	YES
	reject
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Editor’s NOTE: the content of this IE is FFS
Conclusion
The following is observed:
Observation 1: Packet marking is workable but too much work needs to be done.
Observation 2: Intermediate node also can be an access node for other UEs. 
The following is proposed:
Proposal 1: RAN3 supports CP-based congestion mitigation per BAP routing ID and per BH RLC CH ID. 
Proposal 2: RAN3 agrees TP for IAB BL CR for TS 38.473 in Annex
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