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1. Introduction
Model training is a key step of AI/ML. This paper proposes to use MDT as reference in model training design. 
2. Discussion
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Figure 1: AI/ML Framework

As shown in the AI/ML framework, model training is a key step of AI/ML. From the data source and training host location perspective, the training can be categorized as offline training and online training.
Offline training is based on pre-collected data from one or more NEs/UEs. The model training host can be in OAM or any NE, up to implementation. 
Online training is based on real-time data from one or more NEs/UEs. The model training host is usually collocated with inference host. 
For one model, it may be first trained offline and then further trained online. 

Observation 1: Offline training is based on pre-collected data and training host could be in OAM or any other network entity up to implementation.

Observation 2: Online training is based real time data and training host is usually co-located with inference host.

Proposal 1: Standardize signalling procedure for online training. Leave offline training procedure up to implementation.
In MDT/QoE, the OAM configures RAN to perform measurements. The MDT/QoE measurement can be UE specific (signalling based) or area specific (management based). This architecture can be reused for AI/ML model training. 

The model training is initiated by model manager. The model manager could be OAM, gNB or NWDAF like new entity. The model training result is reported to a server for aggregation. This online training procedure also supports federated learning
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Figure 2: Online training procedure
Proposal 2: Define model training procedure with MDT/QoE as reference, supporting

· Area based training

· Signalling based training.

Observation 3: Federated learning is automatically supported by this online training procedure.

For some real time use cases, the model training may be performed inside DU or CU-UP. The F1/E1 interface needs to be enhanced for model training configuration and training result reporting.
3. Conclusion
Observation 1: Offline training is based on pre-collected data and training host could be in OAM or any other network entity up to implementation.

Observation 2: Online training is based real time data and training host is usually co-located with inference host.

Proposal 1: Standardize signalling procedure for online training. Leave offline training procedure up to implementation.
Proposal 2: Define model training procedure with MDT/QoE as reference, supporting
· Area based training

· Signalling based training

Observation 3: Federated learning is automatically supported by this online training procedure.
4.  Appendix: TP for online training
4.x
Model training procedure

Offline training is based on pre-collected data from one or more NEs/UEs. The model training host can be in OAM or any NE, up to implementation. 

Online training is based on real-time data from one or more NEs/UEs. The model training host is usually collocated with inference host. 

For one model, it may be first trained offline and then further trained online. 

Online training is supported with MDT/QoE architecture as reference. Federated learning can be supported by the same online training procedure. Figure 4.x-1 shows the online training procedure.
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Figure 4.x-1: Online training procedure

1. Online training is initiated by model manager. Model manager could be OAM/SMO, gNB or other network entity. For area based model training, the model manager directly sends the training request to gNBs in an area. For signalling based model training, OAM sends the training request to the serving gNB of the target UE via core network.

2. gNB performs the model training based on the training request from model manager. In disaggregated gNB, the gNB-CU receives the configuration from model manager and may further configures DU to perform the training on need.

3. The gNB reports the training result to model aggregator. The aggregator could be OAM/SMO, model repository or any other entity. 

4. The model aggregator merges the results from multiple gNBs.
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