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Introduction
This paper analyses the issues related to multi-hop performance and presents our point of view about how to address them.
Inter-donor-DU re-routing
RAN3 has agreed to support inter-donor-DU local re-routing in Rel-17 IAB. However, the details of how it will be implemented by the BAP layer of the intermediate IAB nodes is within the RAN2 domain for which an LS (R3-211298) has been sent to RAN2. When it comes to IAB-donor-DU, the following three options are on the table for addressing the potential UL packet discarding problem:
The target IAB-donor-DU is provided with the source IP address of re-routed packets
Suspend/disable the source IP filter in target IAB-donor-DU and transport network node(s)
Only allow re-routing among a configured subset of IAB-donor-DUs, where source IP filtering is not activated.
In our view, Option 2 (in the above list), i.e. to suspend/disable the source IP address filtering in target IAB-donor-DU would make the IAB network vulnerable to denial of service attacks, which is not a best practice for network design. Hence, this option should not be considered for discussed further. 
Observation 1: The option that suspends/disables the source IP address filtering in target IAB-donor-DU would make the IAB network vulnerable to denial of service attack, which is not the best practice for network design.
Proposal 1: RAN3 should not further discuss the option that suspend/disable the source IP filtering in target IAB-donor-DU.
Both remaining options are reasonable but might require different standardization efforts. In our view, Option 1 in the above list will have slightly more signalling overhead but it will secure against denial of service attack, compared to Option 3 that still makes the IAB-donor-CU somewhat vulnerable to denial of service attack. Thus, RAN3 should discuss these issues before agreeing upon one of the two solutions for addressing the potential UL packet discarding problem in inter-donor-DU re-routing.  
Proposal 2: RAN3 to discuss both the security and signalling overhead aspects for Options 1 and 3 (shortlisted for addressing the potential UL packet discarding problem due to inter-donor-DU re-routing) before agreeing upon one of them.
Multi-hop latency
The issue of multi-hop latency was discussed at the RAN2#113-bis meeting, where some companies argued that the IAB node to report the RLC latency to the IAB-donor-CU-CP. However, it was agreed that multi-hop latency and network congestion are related issues and RAN2 should wait for the RAN3 solution on end-to-end congestion mitigation. 
The background of the issue is as follows: the IAB-donor-CU gives a configuration (to IAB nodes) to meet the required QoS on a bearer basis, and Rel-16 IAB-donor-CU knows the network topology under its domain. Herein, each backhaul channel and each route that is set up may have different levels of QoS, which can lead to different latencies between different channels. When routing packets, the network may choose an appropriate route to meet the QoS requirements including latency requirements. In addition, the pre-BSR might be able to assist the network to minimize UL latency. 
Additionally, for ensuring PDB management, according to Rel-16 specifications, it is already possible for the CU to configure via F1 the IAB node with a PDB requirement per BH RLC channel. Since the Rel-16 IAB-donor CU knows the network topology under its domain, it can configure the PDB hop-by-hop at each node along the path towards an access IAB node. Based on this information, a network node can discard a packet if its scheduler cannot satisfy the PDB for the associated BH RLC channel, without the need to specify any specific discarding rule.
Observation 2: Proper configuration of the BH RLC channels and assigning suitable routes are the tools to fulfil the committed QoS and latency for traffic in a multi-hop IAB network.
Observation 3: In Rel-16, the IAB-donor-CU can configure an intermediate IAB node with a per-hop PDB per BH-RLC channel. The IAB node can apply packet discarding policies based on this information and scheduling decisions.
Since some companies proposed to enhance the current ways to handle hop-by-hop latency, one possible approach is to extend the granularity of PDB configuration, making it possible for the IAB-donor CU to indicate to the IAB node the PDB per BAP destination for traffic mapped to a backhaul RLC channel, rather than just per backhaul RLC channel. 
Proposal 3: For the multi-hop latency issue, RAN3 should discuss introducing a PDB per BH RLC channel per destination.
Conclusion
[bookmark: _In-sequence_SDU_delivery]In the previous section we made the following observations:
Observation 1: The option that suspend/disable the source IP filter in target IAB-donor-DU would make the IAB network vulnerable to denial of service attack, which is not a best practice for designing network.
Observation 2: Proper configuration of the BH RLC channels and assigning suitable routes are the tools to fulfil the committed QoS and latency for traffic in a multi-hop IAB network.
Observation 3: In Rel-16, the IAB-donor-CU can configure an intermediate IAB node with a per-hop PDB per BH-RLC channel. The IAB node can apply packet discarding policies based on this information and scheduling decisions.
Based on the discussion in previous sections we propose the following:
Proposal 1: RAN3 should not further discuss the option that suspend/disable the source IP filtering in target IAB-donor-DU.
Proposal 2: RAN3 to discuss both the security and signalling overhead aspects for Options 1 and 3 (shortlisted for addressing the potential UL packet discarding problem due to inter-donor-DU re-routing) before agreeing upon one of them.
Proposal 3: For the multi-hop latency issue, RAN3 should discuss introducing a PDB per BH RLC channel per destination.
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