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1 Introduction

CB: # 33_LocalNG-RANnodeID

- (ZTE) In order to support flexible assignment of the maximum number of Inactive UE contexts per NG-RAN node, the length of (short) NG-RAN Node ID part in I-RNTI shall be feasible and configured; The length of (short) NG-RAN Node ID part in I-RNTI is self-contained in the I-RNTI

- (Nok) select the enhanced sol2 (additionally using 2 bits of I-RNTI to signal the NG-RAN node ID length)

- (HW) exchange local node identifier via Xn and further study the conflict issue and smoothly support of remaining UEs during local node identifier change; In order to avoid the local node identifier conflict, agree that OAM is in charge of the local node identifier allocation, like NR PCI selection function; Support for flexible number of inactive UEs needs the NG-RAN node to maintain at least two local NG-RAN node identifiers for some time until there is no UE using the old node identifier. The NG-RAN node’s neighbor nodes should be informed when the old node identifier is still valid or becomes invalid

- (E///,BellMob) RAN3 to introduce a solution to disambiguate a NG-RAN node from I-RNTI (2 alts. given); Local gNB Identifiers are exchanged between NG-RAN nodes

(E/// - moderator)

Summary of offline disc R3-212633
2 For the Chairman’s Notes

Propose the following:

R3-21xxxa, R3-21xxxc merged

R3-21xxxc rev [in xxxg] – agreed

R3-21xxxd rev [in xxxh] – agreed

R3-21xxxe rev [in xxxi] – agreed

R3-21xxxf rev [in xxxj] – endorsed

Propose to capture the following:

Agreement text…

Agreement text…

WA: carefully crafted text…

Issue 1: no consensus

Issue 2: issue is acknowledged; need to further check the impact on xxx. May be possible to address with a pure st2 change. To be continued…

3 Discussion

During RAN3-111e the following agreements were taken:
The description in the informative Annex C of TS38.300 is not sufficient, and a fully standardized solution to minimize OAM configuration needs to be produced by RAN3

The solution shall support flexible assignment of the maximum number of Inactive UE contexts per NG-RAN node

The maximum number of Inactive UE Contexts may differ between NG-RAN nodes, and it may be changed after node deployment in a semi-static manner. 

Continue discussion on Xn-based solutions; other solutions (e.g. additional bits in I-RNTI) are not precluded

Solutions based on OAM configuration may be considered if they fulfil requirements of: 

- flexibility in allocation of maximum number of Inactive UE contexts per NG-RAN node

- Interoperability between vendors

- support for RAN sharing

- Minimized configuration effort

To be continued...
The above reflects what is also captured in the SoD in [1]. It should be pointed out that during discussions summarized in [1] the question of whether to support a Signalling Based or an OAM based solution was already asked. In that occasion all companies agreed that a signalling based solution shall be supported and one company indicated that either a signalling based or an OAM based solution shall be supported.
Conclusion 1: Unanimous consensus on the support for an (Xn) signalling based solution was already gathered at RAN3-111e

4 Solutions Presented at RAN3-112e

At RAN3-112e four solutions were presented. They are summarized below.
Solution 1) Multiple Local gNB Identifiers per NG-RAN node. 
This solution is supported in [2]. This solution can be summarized as follows:

· Within the I-RNTI, a fixed number of bits is used, for all nodes in the network, to encode a UE Context Identifier

· Within the I-RNTI, a fixed number of bits is used, for all nodes in the network, to encode a Local gNB Identifier 

· One NG-RAN node can be assigned multiple Local gNB Identifiers. Namely, depending on the number of Inactive UE contexts the node is serving, or it needs to serve, the node can assign to itself more than one Local gNB Identifier.
· Each RAN node communicates its own local identifiers to its neighbour RAN nodes, and updates them if changes occur
· The Local gNB Identifiers are selected randomly.
Solution 2) One Local gNB Identifier per NG-RAN node.

This solution is supported in [2] and [4]. This solution can be summarized as follows:

· Within the I-RNTI, a fixed number of bits is used, for all nodes in the network, to identify an I-RNTI profile (namely an I-RNTI structure)
· Within the I-RNTI, One Local gNB Identifier is assigned per NG-RAN node

· For each I-RNTI profile identifier, a fixed number of bits is used to encode a Local gNB Identifier 

· For each I-RNTI profile identifier, a fixed number of bits is used to encode a UE Context Identifier
· Each RAN node communicates to its neighbour RAN nodes its own local identifiers, and updates them if changes occur
· The Local gNB Identifiers are selected randomly.
Solution 3) One Local gNB Identifier per NG-RAN node, OAM configured

This solution is supported in [5]. This solution can be summarized as follows:

· The solution is the same as Solution 2), with the difference that the Local gNB-ID is assigned by the OAM in a way that it does not collides with neighbour RAN nodes
Solution 4) Modulo based Local gNB-ID

This solution is supported in [6]. This solution can be summarized as follows:

· The first 2 bits of the I-RNTI represent the length of the local NG-RAN node ID

· The value of the Local NG-RAN Node ID is equal to the residual of NG-RAN node ID modulo 2^(Length of the local NG-RAN node ID)
· The solution does not need Local gNB-ID exchange over the Xn interface

4.1 OAM vs signalling based solution

As mentioned in Section 1, a question was already posed during RAN3-111e on whether RAN3 prefers a signalling based solution or an OAM based solution. During RAN3-111e all companies supported a signalling based solution. 

To re-iterate some of the arguments already presented at RAN3-111e in [1], it should be noted that OAM centralized configuration of the Local NG-RAN Node ID at each NG-RAN node shall happen across different RAN vendors’ and across different sharing operators’ domains. 
The advantage should be that of no Local NG-RAN Node ID conflicts. 
The disadvantage would be that a centralized configuration mechanism would need to be in place across the OAM systems of sharing operators and across the OAM systems of different RAN vendors. The latter would require standardization of the solution in SA5. 

It is worth noting that during RAN3-111e it was also mentioned that the solution selected by RAN3 should also be “zero-touch”. This is why the minutes capture that the solution should requires “minimized configuration effort”.

On the other side, a signalling based solution, where the Local gNB-IDs are assigned by each RAN node, may be subject to Local gNB-ID conflicts and it may be capable to resolve such conflicts at the expense of signalling over the Xn, but it would not be subject to cross vendor and cross sharing operator coordination for centralized Local gNB-ID allocation. 
In [2] a detailed analysis of how conflicts can be resolved in solutions based on Local gNB-ID selection at the NG-RAN node are provided. The paper describes how the process of conflict resolution can converge relatively quickly and how the signalling load over Xn interfaces is contained. 
Companies are invited to confirm whether a signalling based solution (i.e. over Xn) or an OAM based solution should be adopted
	Company
	Comment

	Ericsson
	We propose to agree to a signalling based solution in order to remove dependencies on centralized configurations across RAN vendors and across sharing operators

	
	


4.2 Conflict Resolution for Local gNB-ID

As mentioned already, [2] explains how conflicts between randomly drawn Local gNB-IDs can be solved for Solution 1 and Solution 2. The basic concept in [2] is that if the pool of usable Local gNB-ID is sufficiently higher than the number of Local GNB-ID in use, then: 
the probability of conflict is low; the vast majority of conflicts can be resolved after one iteration of Local gNB-ID updates; all conflicts can be resolved in approximatively 5 iterations of Local gNB-ID updates. Each time a pair of RAN nodes needs to update one or more of their Local gNB-ID, a maximum of two Xn messages would need to be exchanged. 
[5] does not describe how possible conflicts are resolved for Solution 3. However, it can be assumed that communication between RAN and OAM would occur in case a RAN node identifies a Local gNB-ID conflict. Consequently, the OAM can re-assign the Local gNB-ID to the node in conflict. The RAN node would then update its local gNB-ID towards all its neighbor RAN nodes via Xn signalling.
[6] does not describe how possible conflicts are resolved for Solution 4. It is worth noticing that when in Solution 4 a Local gNB-ID is derived by means of the [NG-RAN node ID] modulo 2^Length, it is not guaranteed that non-conflicting Local gNB-IDs will be produced, namely Local gNB-ID conflicts may occur in Solution 4 too. 
It is also worth noticing that if a Local gNB-ID conflict wants to be resolved in Solution 4, the only foreseeable solution is to change the Global gNB-ID of the node in conflict. A change of a Global gNB-ID is a rather drastic measure, which implies a change of all the CGIs served by the node, with consequent updates across the system, such as updates of neighbour cell relations.
Companies are invited to provide their view on what form of Local gNB—ID conflict resolution is most suitable:
1) Resolution via new Local gNB-ID selection at RAN node and updating over Xn

2) Resolution via conflict indication from RAN to OAM, assignment of new Local gNB-ID by OAM, and updating over Xn

3) Resolution via change of Global gNB-ID of the node in conflict
	Company
	Comment

	Ericsson
	Option 1 is the best option.
As shown in [2] conflict resolution can converge rather quickly. Xn signaling load is negligible and it could consist of about 10 Xn messages per RAN nodes pair. In contrast, if one considers that each pair of neighbouring RAN nodes can exchange Xn: Resource Status Update messages (containing Load and performance metrics) every 500ms in both directions, it is evident that about 10 Xn messages carrying a few Local gNB-IDs should not be a problem at all.

	
	


4.3 Overall solutions assessment

Companies are herein invited to provide their overall assessment of which solution should be brought forward for further specification. Such assessment should take into account the criteria already captured during RAN3-111e, namely:

- flexibility in allocation of maximum number of Inactive UE contexts per NG-RAN node

- Interoperability between vendors

- support for RAN sharing

- Minimized configuration effort

	Company
	Comment

	Ericsson
	Solution 1 is our first choice because it is the simplest solution in terms of configuration (it requires no configuration at RAN) and because it is the most flexible solution.

Solution 2 is our second choice. This solution requires at least configuration of the I-RNTI profile (unless this is autonomously selected by the RAN) and it is less flexible in allocation and deallocation of Inactive UE context capacity 

	
	


5 Conclusion, Recommendations [if needed]

If needed
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