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1 Introduction

CB: # 1202_SONMDT_PCISelect

-  Topics to discuss:

  - to allow the gNB-DU to apply a requested change of PCI, within a configured time window after receiving the PCI from the gNB-CU, and to notify the gNB-CU about the occurred change via gNB-DU configuration Update?\

- Start with summary of offline, proceed to TP if there is consensus 

(E/// - moderator)

Summary of offline disc R3-212658
2 For the Chairman’s Notes

Propose the following:

In the offline discussion it was confirmed that the current specifications allow the gNB-DU to apply a PCI change commanded by the gNB-CU within a certain time window from the reception of the command. This could allow the gNB-DU to optimize the PCI change timing, depending on the traffic status of served UEs. 
The Majority of companies did not see the need for the proposed enhancements in R3-212255.

R3-212255 can be noted.

3 Discussion

In [1] the issue of how to time the change of PCIs in a cell is discussed. 

The paper asks whether, in case a gNB-CU needs to signal to a gNB-DU the need for a change of PCI of a given cell, the gNB-DU shall apply the PCI change immediately or whether the gNB-DU is allowed to choose the best time to apply the reconfiguration and to signal to the gNB-CU when the reconfiguration was completed.

The main issue identified concerns the F1: gNB-CU/DU Configuration Update procedure. In the gNB-CU Configuration Update and gNB-DU Configuration Update, the gNB-CU is able to signal to the gNB-DU a change of PCI for a cell that is already “Active” and “in service”. 

Changing the PCI of a cell while UEs are connected to and served by it can cause service disruptions for various reasons. For example, a UE may not be able to decode specific messages received from the serving RAN node if the PCI of the cell serving the UE is all of a sudden changed (as messages may be scrambled with the cell’s PCI). Similarly, the UE might lose synchronization if the PCI is changed while the UE is connected. 

During RAN3-111-e it was commented that it should be the gNB-CU to decide the timing of the PCI change, as the gNB-CU is aware of e.g. UE mobility, and it knows when the cell may be less loaded. 

However, the gNB-CU-CP does not have granular visibility over the UE scheduling and ongoing traffic.  In fact, gNB-CU-CP is notified by the gNB-CU-UP of UE activity and inactivity levels at UE/PDU Session/DRB level. However, these updates happen with some delays.

The inactivity notification over E1 happens only at the expiration of an Inactivity Timer defined as below:

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Inactivity Timer
	M
	
	INTEGER

(1.. 7200, …)
	Indicates the inactivity timer. The values are expressed in seconds.


The granularity of the Inactivity Timer is in seconds, which is a rather long timescale when compared to scheduling. It is plausible to assume that the Inactivity Timer would be set to a few seconds to avoid too frequent updates and reconfigurations due to short inactivity periods. Hence, when the gNB-CU-CP learns that a UE is inactive, the UE might have been inactive and not scheduled already for a few seconds. If the gNB-DU has the possibility of applying the PCI change during this time window when UEs are not scheduled, the PCI change would not cause any service disruption. 


Therefore, in [1] the proposal is to respect the principle that gNB-CU decides when a PCI change is applied and to let the gNB-DU to have some freedom to delay the change to avoid that the PCI is changed while UEs are still scheduled. Namely, a change of PCI can be applied within a time window starting at reception of the PCI change command by the gNB-DU.

It is worth noting that this behaviour is already possible today. The proposal is to allow for a better indication from gNB-DU to gNB-CU of when the PCI was changed at the gNB-DU. 

Companies are invited to provide their view on whether the gNB-DU should provide an indication to the gNB-CU of when a change of PCI is applied. 

	Company
	Comment

	Ericsson
	Yes, it is a good optimization to allow the gNB-DU to indicate to the gNB-CU when the PCI change commanded by the gNB-CU has been applied. This ensures alignment between gNB-CU and gNB-DU in terms of active PCIs per cell 

	Huawei
	We do not see any problem if the CU sends the PCI to the DU few seconds later when the inactivity notification is received from the CUUP.



	CATT
	Not needed.
If the gNB-CU-CP wishes to change a PCI, it can firstly set the E1AP “Inactivity Timer” to a small number, and then it can get aware of when (virtually) every UE is not receiving or sending any delay-sensitive data. The gNB-CU-CP can trigger F1AP update procedure when this occurs.
This will not bring too many signalling load as PCI change is not expected to happen frequently.

	Nokia
	We understand that current signalling can be used to provide an indication to the gNB-CU of when a change of PCI is applied, however there is currently no mandate to do so. Also, PCI changes may be more or less urgent, and if the gNB-CU has a less urgent PCI change to be done it can choose a time window with low overall load. We agree that the E1AP Inactivity Timer can also provide valuable information.

The gNB-CU may have to choose a high load time window for urgent PCI changes, and in this case it seems anyway difficult to avoid user impact (and there was already such user impact due to the PCI collision or confusion). 

So to us, both in case of high load or low load, the gNB-CU can always expect that gNB-DU implementations will execute the PCI change within a reasonably short time-frame (a few seconds), and mandating F1 indication of this change therefore doesn't seem necessary.

	Samsung
	CU-CP can get the traffic status in DU according to the inactivity notification from CU-UP. So CU-CP can select a suitable timing to trigger F1 configuration update procedure for PCI change to avoid service interruption. Seems no need any enhancement.

	ZTE
	Not needed, we think this enhancement is unnecessary, and the issue raised by Ericsson could be handled by the current inactivity monitoring mechanism.


If companies believe that an indication of PCI change from gNB-DU to gNB-CU is not needed, companies are invited to detail how to avoid issues due to misalignment between gNB-CU and gNB-DU on the PCI in use for a cell 

	Company
	Comment

	Ericsson
	The current standard does not mandate the gNB-DU to apply the change of PCI immediately, and rightly so, given that the gNB-DU may not even be able to apply the change immediately. A possible problem arising from a misalignment of used PCI between gNB-DU and gNB-CU is that of erroneous neighbour relations and erroneous mobility procedures triggered by the gNB-CU or triggered by neighbour RAN nodes

	Huawei
	We think the misalignment does not exist. 
Because, except there are still active UEs having data transmission, we don’t see any other cases that make the DU cannot apply the change immediately. 

	CATT
	We think the gNB-DU should always apply the PCI change within seconds. So there is no misalignment.


	Nokia
	We don't believe that any execution delay in the gNB-DU in order of a few seconds will result in erroneous neighbour relations or erroneously triggered mobility procedures.

	Samsung
	Agree companies view above.

	ZTE
	Agree with above that the misalignment does not exist.


4 Conclusion, Recommendations [if needed]

From the offline discussion there seem to be no support for the proposals in [1]. The document can therefore be noted
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