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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In RAN#88e, a new SI on further enhancement for data collection, which focuses on the Artificial Intelligence (AI) for 5G network [1]. 
	This study item aims to study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and identify the potential standardization impacts on current NG-RAN nodes and interfaces.  
The detailed objectives of the SI are listed as follows:
Study high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization) and identify the benefits of AI enabled NG-RAN through possible use cases e.g. energy saving, load balancing, mobility management, coverage optimization, etc.:
a) Study standardization impacts for the identified use cases including: the data that may be needed by an AI function as input and data that may be produced by an AI function as output, which is interpretable for multi-vendor support.
b) [bookmark: OLE_LINK6][bookmark: OLE_LINK7]Study standardization impacts on the node or function in current NG-RAN architecture to receive/provide the input/output data.
c) Study standardization impacts on the network interface(s) to convey the input/output data among network nodes or AI functions.
[bookmark: OLE_LINK8]One general objective for the work is that the studies should be focused on the current NG-RAN architecture and interfaces to enable AI support for 5G deployments.
Coordination based on LSs with other groups, if needed, e.g. SA3, RAN1/RAN2, SA2 and SA5.


In this document, we will try to review the status quo of AI related discussions in other working groups, and discuss how to better take advantage of outcome of other groups and better coordinate with them.
2. Discussion
AI related study should be firstly seen in SA2 where a new network functionality, the NWDAF (Network Data Analytics Function), was introduced [1] in R15 with general function descriptions, and was enhanced in R16 [2] with more concrete control plane and user plane procedures especially for different use cases, such as 5G QoS, slice SLA guarantee. While in R17, it was further enhance in R17 [3] with functionality enhancements, including:
· decoupling of data inference and data training, i.e., the NWDAF is decomposed into analytic inference logical function and model training logical function.
· introduction of optionally standalone functionality for more efficient collection, including DCCF (Data Collection Coordination Functionality), MFAF(Messaging Framework Adaptor Function) and ADRF (Analytics Data Repository Functionality)
· perception and authorization of user data, to guarantee that user data is authorized to be accessible
Observation 1: From SA2, we could see some general principle, such as offline training and inference could be separated, data collection is also separated from inference, and user data accessibility should be authorized. 
As RAN3 is also discussing the general frame work of AI/ML, we think similar principle should also be applied or at least be taken into account in this study item, i.e. we need to consider security issue for data accessibility, and training, data collection and inference could be operated in different place. 
Note that the DCCF, MFAF and ADRF are introduced in R17 SA2 for increasing efficiency of data collection (e.g., reduce the data collection signalling and handle data delivering ) and data storage, RAN shall adopt this nice principle, i.e., keep the extra signalling as less as possible for data collection. From this point of view, the data collection function shall not located in RAN, since it will lead to lots of extra signalling cost, e.g., the RAN requests the data from the CN/neighbour RANs/UEs via NG/Xn/Uu interface, and this not supported in the current specification. On the other hand, OAM should be a proper place where all the data and configuration are stored, e.g., the data collection function required by AI is a piggyback function for OAM where data collection is actually an existing function.
In addition, the decoupling of data inference and data training means the data inference and data training can be deployed in two logical nodes, which means offline training can be conducted in a more central  place where resource usage efficiency could be maximized and inference could be conducted locally so that action could be taken in a real time way.
Proposal 1: the similar principles in SA2 eNA work shall be considered in RAN, based on which we have
a)  Authorization of data accessibility to access data repository services shall be supported
b)  data collection function, potentially data storage is deployed in OAM
c)  Offline training could be conducted in a more centralized  environment (e.g., OAM), while inference to be conducted locally in RAN
AI study was also started in SA5, see TR in [4] where MDA (Management Data Analytics) function and MDAS (Management Data Analytics Service) were discussed and introduced, it clearly described the relation and coordination among MDAS, NWDAF and RAN domain AI/ML functionality, see below picture, from which we could see that the gNB may consume the MDAS for identified scenarios for RAN control purpose
[image: 1579675282(1)]
Figure 1. Example of coordination between NWDAF, gNB and MDAS producer for data analytics
On top of this study work, a R17 WI on MDAS [5] was approved which is still ongoing, the main objectives include:
· specify the related procedures for identified use cases
· handling of the input and output of MDA, including historical data retrieval
· support model training for MDA, where ML can be applicable without introducing mandatory coupling and dependencies on MDAS
As we could see from the ongoing SA5 work, at least there are some parts which are closely related with RAN study. One of them is model training, here it was clearly said that model training can apply to ML without for the purpose of MDAS, i.e. model training performed in OAM domain could serve for gNB’s AI/ML purpose. Another part is about handling of the input and output of MDA, including historical data retrieval, obviously, historical data retrieval requires storing data in advance, which actually imply similar way as in SA2 work that OAM domain is a place for storing data.
Observation 2: From SA5 work, we could see that data should be stored at OAM and model training could also be performed in OAM domain serving gNB’s AI/ML function.
Taking both observation 1&2, we could find some similarities that SA5 also think that OAM is a proper place for storing data and model training as well, and the trained model could serve gNB’s AI/ML function.
Proposal 2: According to both SA2 and SA5 work, it is proposed that OAM is a proper place for storing data and model training as well, and the trained model could serve gNB’s AI/ML function.
In RAN3#110e, there seemed to have some common understanding that the definition of Lifecycle related terminologies should be included in the TR [6], see below:
The definition of Lifecycle related terminologies should be included in the TR. The detailed definition of these terminologies such as Data collection, ML model, model training, model inference can be discussed in the second round.

In our understanding, it might be helpful to introduce lifecycle definition to better understand the whole frame work and mechanism of AI/ML in RAN, on the other hand, however, lifecycle management is an OAM conception which could be referred in SA5 specs, including 28.525/526/527/528, which was actually introduced from NFV, where we see clear descriptions as [7]:
 “3GPP mobile network management standards incorporate the Life Cycle Management (LCM) provided by the ETSI NFV defined NFVO and VNFM functional blocks, facilitating the installation, dimensioning, layer 2 and 3 interconnection, healing and recovery of 3GPP-defined network functions that are virtualized.” 
As we could see the life cycle conception is used for virtualized functions, while for RAN AI/ML, this could be achieved in a virtualized way or otherwise like dedicated hardware; on the other hand, we may don’t have to restrict life cycle management conception to virtualized function, but this seems to be out of RAN3 scope, we may need to involve SA5 to have a better understanding of life cycle for RAN AI/ML, regardless whether RAN AI/ML would be realized in a virtualized way or dedicated way.
Proposal 3: For life cycle management of RAN AI/ML, we may need to involve SA5, regardless whether RAN AI/ML would be realized in a virtualized way or dedicated way.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
Based on the discussion in this paper, we have the following observations and proposal.
Observation 1: From SA2, we could see some general principles, such as offline training and inference could be separated, data collection is also separated from inference, and user data accessibility should be authorized. 
Observation 2: From SA5 work, we could see that data should be stored at OAM and model training could also be performed in OAM domain serving gNB’s AI/ML function.
Proposal 1: the similar principle in SA2 eNA work shall be considered in RAN, based on which we have
a)  Authorization of data accessibility to access data repository services shall be supported
b)  data collection function, potentially data storage is deployed in OAM
[bookmark: _GoBack]c)  Offline training could be conducted in a more centralized environment (e.g., OAM), while inference to be conducted locally in RAN
[bookmark: _Toc423020280]Proposal 2: According to both SA2 and SA5 work, it is proposed that OAM is a proper place for storing data and model training as well, and the trained model could serve gNB’s AI/ML function.
Proposal 3: For life cycle management of RAN AI/ML, we may need to involve SA5, regardless whether RAN AI/ML would be realized in a virtualized way or dedicated way.
4. Reference
[1] TS 23.228
[2] SP-181123, SA2 R16 WID on eNA (enabler of Network Automation))
[3] [bookmark: OLE_LINK4]S2-2009241, SA2 R17 WID on Enablers for Network Automation for 5G – phase 2
[4] TS 28.809
[5] S5-212369, SA5 R17 WID on Enhancements of Management Data Analytics Service
[6] RAN3#110e chairnotes
[7] TS 28.525
3GPP
image1.png
3GPP cross domain MDAS Consumer

-
|

3GPP cross domain MDAS Producer
(Domain MDAS consumer)

CN Domain MDAS RAN Domain MDAS
Producer Producer

Nwdat | \Oy MDAS Jc'[)\ws

NWDAF Any core NF

Nowdaf

Gore domain





