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1. Introduction
In last meeting, some agreements were reached on topological redundancy, but still several open issues should be discussed again. This paper is to investigate them further and the proposals are also provided. 

2. Discussion
For supporting topological redundancy for IAB, several issues are still open: 
· How to achieve the BAP routing across two different topologies controlled by two donor CUs
· F1 termination point of the boundary node and descendant node(s) in the following scenarios:
· (pending online discussion) When the F1 interface is established before inter-donor topology redundancy establishment (i.e., adding new parent node connected to another donor)
· (Confirmation of this scenario is needed) When the F1 interface is established after IAB-MT of the access IAB node is connected with two parent nodes connected to two donors (the inter-donor topology redundancy is not established yet)

Issue 1: on how to achieve the BAP routing across two different topologies controlled by two donor CUs

On this issue, four solutions are left for further discussion as summarized in [1], which is also shown as follows: 
· Opt1: OAM based solution
· Opt3: routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
· Opt4: BAP header rewriting based on BAP routing ID at e.g. the boundary node
· Opt5: BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)
For Option 1, i.e., OAM based solution, it is always possible, but it may also give limit to CU on the assignments. The burden to OAM is also obvious. This option has no impacts on the specification, thus it can be treated as an implicit solution, which can be used if necessary. One solution should be selected from option 3, 4 and 5. 
Option 3 can also solve the problem, it may have no limitation to the BAP address space within one donor CU. But the drawback is also very clear, that is, donor CU ID has to be included for every routing, which can cause the overhead for every packet to be transmitted. The benefit is that it may not have additional processing at the boundary IAB node. The solution with eLCID should be clarified more. 
Option 4 and 5 both require additional configurations to the boundary IAB node. Option 4 requires a new processing step, mapping and replacing, which applies to every incoming packet. This could be a new function to IAB node. 
On the other hand, option 5 can be also a new IP routing function to IAB node, which applies to every packet. The legacy IAB protocol stack should be enhanced. 
Compared with Option 4, the problem of option 3 and 5 is that it cause the overhead for every packet to be transmitted. Security problem may also happen. Of course, Option 4’s drawback is the burden to IAB node. With comprehensive comparison, option 4 should be selected. 
Proposal 1): Option 4, i.e., BAP header rewriting based on BAP routing ID at the boundary node, is preferred for solving the BAP routing across two different topologies controlled by two donor CUs. 

Issue 2: F1 termination point of the boundary node and descendant node(s) in the following scenarios:
· (pending online discussion) When the F1 interface is established before inter-donor topology redundancy establishment (i.e., adding new parent node connected to another donor)
· (Confirmation of this scenario is needed) When the F1 interface is established after IAB-MT of the access IAB node is connected with two parent nodes connected to two donors (the inter-donor topology redundancy is not established yet)

On the second scenario, there were discussions last meeting, but no consensus was reached. Basically, we think that the scenario is valid and should be confirmed based on the following reasons: 
Firstly, generally speaking, the scenario exists that MN offloads a UE to a secondary node right after the UE successfully accesses the MN. It can be many reasons such as MN’s load situation or the services of the UE. Network allows this behavior. Since IAB MT is treated as a UE in the initial access, it should also be allowed for this scenario.  
Secondly, using the access control mechanism to reject a UE is not good network behavior since the criteria for rejecting the UE may not be satisfied. Thus accepting the UE is unavoidable. This can also be applied IAB MT unless specific limitation is defined. 
In addition, there were two solutions proposed last meeting for determining either MN or SN is the F1 termination point. The first one is let MN decide it, the other is IAB node to select. In last meeting, we have agreed that the F1-terminating donor initiates the traffic offload to the other donor’s topology. So basically MN is the master, which knows the overall situation of this IAB and other nodes including the SN, MN can decide F1 termination point for the IAB node. 

Proposal 2): The scenario is needed, i.e, “when the F1 interface is established after IAB-MT of the access IAB node is connected with two parent nodes connected to two donors (the inter-donor topology redundancy is not established yet)”
Proposal 3): For the case above, MN determines the F1 termination point for the IAB node. 

3. Conclusion
In this contribution, the open issues on topological redundancy for IAB were further investigated. The following proposals are suggested to RAN3:
Proposal 1): Option 4, i.e., BAP header rewriting based on BAP routing ID at the boundary node, is preferred for solving the BAP routing across two different topologies controlled by two donor CUs. 
Proposal 2): The scenario is needed, i.e, “when the F1 interface is established after IAB-MT of the access IAB node is connected with two parent nodes connected to two donors (the inter-donor topology redundancy is not established yet)”
Proposal 3): For the case above, MN determines the F1 termination point for the IAB node. 
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