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1
Introduction
This paper discusses remaining issues regarding the max number of NR-CGI that can be reported over E1 interface. Further, CR covering the changes needed for E1 interface are given in [2].
2
Discussion

At previous RAN3 meetings, the restriction regarding the maximum number of NR-CGI that can be reported over E1 has been discussed although without conclusion and split views. 
The issue with the existing specification, is that the IE utilized at gNB-CU-UP to signal a list of supported NR-CGI to a gNB-CU-CP is unnecessarily limited to 512.

This IE was introduced at RAN3#100 based on R3-182929 and adopted at the same meeting. This contribution also did not limit its use to any specific deployment. This is further captured in Stage 2 and 3 specifications. 

<<excerpt of R3-182929>>

Supported cell information

Basically, there are 2 purposes of the cell information. Cell information should be provided as cell list containing at least NR-CGI.
a) To ensure that gNB-CU-CP performs gNB-CU-UP relocation (inside the same gNB) when the UE leaves the cells served by a particular gNB-CU-UP. This is based on the UE measurements, but the cells supported by a particular gNB-CU-UP needs to be known by both gNB-CU-CP and gNB-CU-UP.

b) To ensure that gNB-CU-UP performs PM collection at cell level.

<< end of excerpt of R3-182929>>

<< excerpt of Stage 2 (38.460)>>
5.1.1
E1 interface management function
The error indication function is used by the gNB-CU-UP or gNB-CU-CP to indicate to the gNB-CU-CP or gNB-CU-UP that an error has occurred.

The reset function is used to initialize the peer entity after node setup and after a failure event occurred. This procedure can be used by both the gNB-CU-UP and the gNB-CU-CP.

The E1 setup function allows to exchange application level data needed for the gNB-CU-UP and gNB-CU-CP to interoperate correctly on the E1 interface. The E1 setup is initiated by both the gNB-CU-UP and gNB-CU-CP.

The gNB-CU-UP Configuration Update and gNB-CU-CP Configuration Update functions allow to update application level configuration data needed between the gNB-CU-CP and the gNB-CU-UP to interoperate correctly over the E1 interface.
The E1 setup and gNB-CU-UP Configuration Update functions allow to inform NR CGI(s), S-NSSAI(s), PLMN-ID(s) and QoS information supported by the gNB-CU-UP.
The E1 setup and gNB-CU-UP Configuration Update functions allow the gNB-CU-UP to signal its capacity information to the gNB-CU-CP.

The E1 gNB-CU-UP Status Indication function allows to inform the overloaded or non-overloaded status over the E1 interface.
<< end of excerpt of Stage 2 (38.460)>>
<< excerpt of Stage 3 (38.463)>>
If the NR CGI Support List IE is contained in the GNB-CU-UP E1 SETUP REQUEST message, the gNB-CU-CP shall store the corresponding information and it may take it into account for bearer context establishment. 
<< omitted >>

9.3.1.36
NR CGI Support List

This IE indicates the list of supported NR CGIs.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	NR CGI Support Item IEs
	
	1..<maxnoofNRCGI>
	
	

	>NR CGI
	M
	
	9.3.1.14
	


	Range bound
	Explanation

	maxnoofNRCGI
	Maximum no. of supported NR CGIs. Value is 512. This range may be redefined. 


<< excerpt of Stage 3 (38.463)>>
3
Issues incurred from existing limit
The existing limit regarding the maximum number of NR-CGIs that can be signalled by a gNB-CU-UP is artificially restrictive and limits the existing functionality that relies on the information conveyed by this IE, such as gNB-CU-UP relocation scenario and mobility. One example of a service relying on this information and feature (signalling of supported NR-CGIs) is URLLC purpose, which shall satisfy a very tight delay constraint. In regard to the existing limit, multiband scenarios can easily exceed 512 cells even in early deployments. Thus, functions for gNB-CU-UP relocation and selection mechanism are hindered and otherwise lead to force to deploy additional gNB-CU-UPs (or instances of gNB-CU-UPs) in order to properly indicate the NR-CGIs for a gNB-CU-UP and keep the same level of operation and performance during gNB-CU-UP relocation cases that rely on this IE just for this purpose. 

At prior meetings, companies opposing extending this limit have argued that an alternative is to not signal the NR-CGI at all (given it is optional) to circumvent this limitation. However, this alternative is not viable as it basically removes the possibility of indicating the NR-CGIs completely. That is, remove usage of a feature that allows indicating a list of NR-CGIs, which is a critical aspect for certain services, such as URLLC and CU-UP relocation scenarios which may rely on this IE. 
Consider the following simple scenario, in which several CU-UPs are deployed at different locations, and which would not be able to properly support the CU-UP relocation correctly without extending the NR-CGI range as proposed in this contribution. 

In this example
· CU-CP and multiple CU-UPs (CU-UP4 to CU-UPX) are deployed at a centralized location in a virtualized environment and intended for general traffic. 

· Two distributed locations are deployed with CU-UP and DU distributed

· DU1, DU2, DU3 and DU4 provide services with a critical delay component

· CU-UP1 can ensure that the service quality is sustained for such services for DU1 and DU2

· CU-UP2 and CU-UP3 can ensure that the service quality is sustained for such services for DU3 and DU4

· All the network elements depicted belong to the same gNB
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Figure 1. Example of CU-UPs deployed at different locations
By not allowing an extension in the maximum number of NR-CGIs that can be signalled per CU-UP, both mobility and CU-UP relocation mechanisms will impact the level of service. For instance, in Area A in the depicted scenario, mobility between cells under DU1 to cells under DU2 will fail to select the proper CU-UP that is able to keep the level of service required if the full list of NR-CGIs in the area is not signalled. 
Furthermore, deployment of an additional CU-UP at the distributed site will NOT be sufficient either and there will still be an impact to the level of service. In Area B in the depicted scenario, CU-UP2 and CU-UP3 each handle a portion of the total set of cells in the distributed site. However, in case of CU-UP relocation, despite having two CU-UPs deployed in Area B, it will not be possible to carry out correct selection between CU-UP2 and CU-UP3 given that only a partial list of the cells in the distributed site can be signalled per each of the CU-UPs. That is, there is no way for CU-CP to understand that a given cell should utilize a different CU-UP deployed at the same site (since it cannot understand that CU-UP2 and CU-UP3 are at the same site given that the reported NR-CGIs are different). Therefore, gNB-CU-UP relocation will not be possible to be carried out correctly in any gNB, where there is more than one CU-UP serving a given type of service and each of them providing service to more than 512 cells.
Additionally, it needs to be considered that the 3GPP specification for E1 should be deployment agnostic, and thus allow to have the same features specified in 3GPP regardless of whether a CU-UP is distributed or not. That is, whether to use an IE or not shall not be bound to whether a CU-UP is distributed or not. Therefore, the ability to signal the supported NR-CGIs for a given CU-UP shall be made possible in any deployed architecture. 
Observation 1: The 3GPP specification for E1 should be deployment agnostic and allow for flexibility in deployment.
Proposal 1: Extend the maximum number of NR-CGI that can be signalled over E1 interface.
4
Conclusions
Proposal 1: Extend the maximum number of NR-CGI that can be signalled over E1 interface.
Proposal 2: Agree on introducing the change proposed in the corresponding CRs in [1].
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