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1	Introduction
In this contribution, we try to address a few remaining aspects on RACH Optimization enhancements after the end of RAN3 #110-e and RAN3 #111-e. Specifically, the following agreements were made:

[bookmark: _Hlk61214162]Include neighbor PRACH Configuration in GNB-CU CONFIGURATION UPDATE, GNB-DU CONFIGURATION UPDATE ACKNOWLEDGE messages
DU resolves PRACH configuration conflicts locally 

There were still several aspects that remained unresolved, namely whether to:
· Include neighbour PRACH Configuration in F1 SETUP RESPONSE message. 
· Associate PRACH Configuration to a particular served cell in the receiving gNB-DU.
· Send a high number (512, 1024) of configurations from gNB-CU to gNB-DU without assistance information from gNB-DU to gNB-CU versus a smaller number with assistance information from gNB-DU to gNB-CU.
· Use signaling from gNB-DU to gNB-CU for RACH Report Retrieval. 
· Introduce methods for RACH Conflict Resolution between gNB-DUs when UEs of a certain gNB-DU are aggressors to UEs of another gNB-DU. 
These aspects are addressed by this contribution.
2	Discussion on remaining RACH open issues

In the last meeting it was agreed that neighbour PRACH Configuration may be included in GNB-CU CONFIGURATION UPDATE and GNB-DU CONFIGURATION UPDATE ACKNOWLEDGE messages. It was also proposed that it can also be included in F1 SETUP RESPONSE message, but no agreement was reached. 
Proposal 1: We think that neighbour PRACH Configuration can be included in the F1 SETUP RESPONSE message when a gNB-CU has this knowledge.
It was also discussed whether neighbour PRACH Configuration should be associated with a serving cell in the recipient gNB-DU. Since neighbour relations are not available at a gNB-DU, such would help the latter determine for which of its cells to apply the received neighbour PRACH Configuration. 
Proposal 2: Neighbour PRACH Configuration should be associated with a serving cell at the recipient gNB-DU.
Clearly, blind repetition of PRACH Configuration information for each cell will create a lot of duplicate information sent to a gNB-DU across the interfaces. To avoid this, common information available at different cells of the receiving gNB-DU can be factored out. One such example could be time and frequency information of neighbour PRACH Configuration which will be common for all cells.
Proposal 3: Repetitions of neighbour PRACH Configuration over different cells can be avoided by factoring out the common parts, e.g., those related to frequency and time resource information. 
In the past few meetings, there have been several proposals on the number of PRACH Configurations sent from gNB-CU to gNB-DU. For progress we would like to support the view of the majority of companies favouring a high maximum number of PRACH Configurations to be sent from gNB-CU to gNB-DU. Some concerns on the size of the message over the F1 interface have been expressed, but we believe that for most cases of interest, a gNB-CU would operate by sending a smaller amount of PRACH Configurations to the gNB-DUs it manages. 
Proposal 4: We propose to send a flat list of a maximum of 512 neighbour PRACH Configurations from a gNB-CU to gNB-DU.
In NR, the introduction of the functional split  and hence the need for multi-vendor interoperability on F1, makes it necessary to provide a more complete standardised solution for RACH optimisation than in LTE, whose classic eNB architecture allowed to rely more on implementation based solutions. The enhanced UE support for RACH Report, with Rel.16 UE capable of logging RACH Reports for up to 8 RACH procedures, helps enabling standardized RACH optimization solutions in the network beyond what is possible in LTE. When it comes to NR UE RACH Report retrieval by the network the following alternatives have been discussed: 
a) gNB-DU Requests gNB-CU to retrieve a UE RACH Report
b) gNB-CU retrieves UE RACH Reports from the UEs guided by RRC assistance
Option a) comprises a network-based approach to trigger RACH Report retrieval from the UE where the gNB-DU notifies the gNB-CU about RACH events. This trigger would assist a gNB-CU retrieve a UE RACH Report if a RACH procedure is visible to the gNB-DU, but not at the gNB-CU. Unlike LTE, NR is a beam-centric system, supporting a possibly high number of beams. Thus, beam failure recovery (BFR) may be a very frequent procedure, especially under higher mobility or when the number of beams is high. If a trigger from a gNB-DU is sent to gNB-CU every time a successful BFR takes place, this would increase significantly the signaling over the F1 interface.  Also, direct visibility by the gNB-CU of beam handling in the gNB-DU is not in line with the functional split that makes the ground for this architecture.
Observation 1: Signaling of a RACH event that occurs over the F1 interface because of Beam Failure Recovery is expensive and will increase the F1 signaling, and it breaks the fundamental principle of functional split between a gNB-DU and gNB-CU, that a gNB-CU should not be aware of a gNB-DU’s actions.
Logging of BFR information in the RACH Report is an important feature for network optimization as opposed to mere network monitoring, and this increases the network's benefit to retrieve its information. A natural consequence was that RAN2 agreed to increase the size of the RACH Report to store up to 8 RACH procedures. This enables storing of all the RACH procedures for which a RACH Report was internally triggered by a UE. For each RACH procedure, the Cell ID on which a RACH took place is indicated, since it is possible that a UE stores RACH procedures that took place in different cells within the allowed PLMN list. From UE perspective, RACH Report is completed and awaiting retrieval once the 8 RACH procedures have been stored. In network-based approach, the network cannot know how many RACH procedures the UE has logged since some of those may have taken place at a different gNB-DU. This leads to fragmentation of the RACH report and contradicts with the design to store more attempts, for a more collective report.
Observation 2: Under a network-based retrieval approach, a gNB-DU would need to notify RACH events to the gNB-CU. 
On the other hand, a UE knows how many RACH procedures it has logged and can help the network optimize the RACH Report retrieval signalling (namely minimize the UEInformationRequest/Response exchanges). In addition, RAN2 has defined mechanisms for UE reporting availability of a report, for example in case of an RLF and CEF Report. The RLF Report availability indicator is already today an implicit trigger to the gNB-CU that a RACH Report is also available at the UE. This UE reported availability information is piggy-backed on some existing RRC messages. The time granularity of availability reporting could, if needed, be further improved by e.g. piggy-backing RA report availability information on additional existing RRC messages..
Observation 3: Assistance from the UE would enable more efficient RACH Report retrieval by the network. 
Proposal 5: No trigger from gNB-DU to gNB-CU is needed for triggering retrieval of a UE RACH Report and this should be left to the UE.
Even though in the last meeting it was agreed that PRACH Configuration conflicts are resolved locally at a gNB-DU, in our view, an aspect of this solution pertaining to RACH Conflict Resolution between gNB-DUs when UEs of a certain gNB-DU are aggressors to UEs of another gNB-DU remain unresolved. To resolve RACH Conflicts, a gNB-DU receives RACH Reports and PRACH Configurations from its neighbours. RACH Reports involve RACH accesses at the cells of the gNB-DU. However, it is important for a gNB-DU to have knowledge on how RACH accesses at other gNB-DUs in the network perform. As an example, with existing methods a gNB-DU cannot detect whether its transmission powers are set too high in the uplink making it an aggressor to another gNB-DU. A (binary) flag from a gNB-DU indicating a conflict is insufficient and depends on the gNB-DU’s locally selected parameters to reckon what a conflict is considered to be. A greedy gNB-DU may flag conflict to its gNB-CU while another more moderate gNB-DU may not, for the same conditions experienced. In our view, conflict should be determined on cells on a network-wide basis. 
Observation 4: PRACH assistance information from a gNB-DU to gNB-CU in terms of a flag is inadequate by itself to determine network-wide conflicts.  
We introduce a simple metric that can be calculated locally at a gNB-DU, by simply utilizing the received RACH information from the gNB-CU as well as internal gNB-DU measurements. This metric is the RACH Failure Rate which can capture a likelihood with which conflicts occur on different cells. RACH failure rate is calculated to be the ratio of Failed RACH accesses per SSB Index per cell divided by the total number of Failed RACH accesses per SSB Index per cell and the total number of Successful RACH accesses per SSB Index per cell. To calculate a RACH Failure rate the gNB-DU needs to receive enough NR UE RACH Reports from its gNB-CU. Those can be local NR UE RACH Reports that the gNB-CU has received from UEs or forwarded NR UE RACH Reports it has received through the Xn interface and which are related to its cells. 
Proposal 6: RACH failure rate is calculated at gNB-DU, based on NR UE RACH Reports being sent from the gNB-CU to the gNB-DU and based on internal information on successful RACH procedures. 
After it is calculated at the gNB-DU, the RACH Failure Rate is sent to its gNB-CU through F1 interface.
Proposal 7: RACH Failure Rate is sent from a gNB-DU to its gNB-CU though F1 interface.
RACH failure rate information can further be communicated between two neighbouring NG-RAN nodes to indicate the failure rate per SSB Index per cell at the cells of the sending NG-RAN node. In this way, the recipient NG-RAN node becomes aware of the RACH performance at the cells of the first NG-RAN node which enables neighbouring NG-RAN nodes to optimize their RACH Configurations and resolve potential conflicts.
Proposal 8: RACH Failure Rate can be sent from gNB-CU to its neighbouring gNB-CUs through the Xn interface.  
By receiving the calculated RACH Failure Rate from different gNB-DUs, a gNB-CU can observe on which cells the RACH Failure rate is the highest. Subsequently, it can limit the PRACH Configurations it sends to gNB-DUs to include the cells for example with the highest RACH Failure Rate, as those are the cells on which RACH Configuration Conflict is likely to happen.
Proposal 9: A gNB-CU can send to its gNB-DUs RACH Failure Rate information calculated by other gNB-DUs. 
Proposal 10: gNB-CU can limit the neighbour PRACH Configurations it sends to a gNB-DU, according to the cells that have for example the highest RACH Failure Rate.  
One additional benefit of sending the RACH Failure Rate to a gNB-DU is that even though a gNB-DU can benefit from receiving NR UE RACH Reports on accesses on its own cells, full RACH Report information on cells of other gNB-DUs is not useful to a receiving gNB-DU especially when there is no active UE context. Sending the RACH Failure Rate is a good compromise between required accuracy in the RACH information and the amount of communicated overhead. 
RACH Failure rate can be reported separately for NUL and SUL carriers.
Proposal 11: An NG-RAN node may forward the calculated RACH failure rate per SSB Index per cell to its neighbours, e.g. separately per NUL and SUL carriers.
 
3	Conclusion
We have made the following observations and proposals: 
Proposal 1: We think that neighbour PRACH Configuration can be included in the F1 SETUP RESPONSE message when a gNB-CU has this knowledge.
Proposal 2: Neighbour PRACH Configuration should be associated with a serving cell at the recipient gNB-DU.
Proposal 3: Repetitions of neighbour PRACH Configuration over different cells can be avoided by factoring out the common parts, e.g., those related to frequency and time resource information. 
Proposal 4: We propose to send a flat list of a maximum of 512 neighbour PRACH Configurations from a gNB-CU to gNB-DU.
Observation 1: Signaling of a RACH event that occurs over the F1 interface because of Beam Failure Recovery is expensive and will increase the F1 signaling, and it breaks the fundamental principle of functional split between a gNB-DU and gNB-CU, that a gNB-CU should not be aware of a gNB-DU’s actions.
Observation 2: Under a network based retrieval approach, a gNB-DU would need to notify RACH events to the gNB-CU. 
Observation 3: Assistance from the UE would enable more efficient RACH Report retrieval by the network. 
Proposal 5: No trigger from gNB-DU to gNB-CU is needed for triggering retrieval of a UE RACH Report and this should be left to the UE.
Observation 4: PRACH assistance information from a gNB-DU to gNB-CU in terms of a flag is inadequate by itself to determine network-wide conflicts.
Proposal 6: RACH failure rate is calculated at gNB-DU, based on NR UE RACH Reports being sent from the gNB-CU to the gNB-DU and based on internal information on successful RACH procedures. 
Proposal 7: RACH Failure Rate is sent from a gNB-DU to its gNB-CU though F1 interface.
Proposal 8: RACH Failure Rate can be sent from gNB-CU to its neighbouring gNB-CUs through the Xn interface.  
Proposal 9: A gNB-CU can send to its gNB-DUs RACH Failure Rate information calculated by other gNB-DUs. 
Proposal 10: gNB-CU can limit the neighbour PRACH Configurations it sends to a gNB-DU, according to the cells that have for example the highest RACH Failure Rate.  
Proposal 11: An NG-RAN node may forward the calculated RACH failure rate per SSB Index per cell to its neighbours, e.g. separately per NUL and SUL carriers.

Corresponding XnAP and F1AP text proposals are submitted to this meeting in R3-212377 and R3-212378.
