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1	Introduction
 A new Rel. 17 AI/ML study item RP-201620 “Study on Enhancement for Data Collection for NR and EN-DC” started in RAN3 #110-e. Some of the agreements in RAN3 #110-e were the following:
- Augmented information should be studied case by case, e.g. history info, info needed for prediction, etc.
In this contribution, we discuss ML functionality in the RAN and try to shed light on some features or capabilities that need to be supported with respect of predictions in a coordinated way.
2	Discussion
2.1 ML functionality at network entities

ML functionality may help the network improve its performance. However, ML functionality should be switched-on on demand and based on need, e.g., when the network performance needs improvement. When network performance is good enough and ML functionality is not anymore needed one should be able to switch it off to save network resources in terms of memory and energy consumption. 

Observation 1: ML functionality at a gNB should be switched-on on demand based on network performance. 

In addition, even if a given gNB has its ML operation on, it should still be able to disable its ML functions on particular problems if no ML optimization is needed. For example, at a given time it may be that the ML functionality for energy saving is active at a gNB, but not for mobility enhancements since mobility aspects do not need enhancement.

Proposal 1: Study in TR 37.817 mechanisms that enable and disable ML operations on a per-need basis.

[bookmark: _Hlk71150375]2.2. Coordination of Prediction Reporting between gNBs 
In RAN3 #110-e, several companies proposed to study also prediction, namely trajectory prediction and traffic/load prediction. Currently, we don’t have full-fledged mechanisms in place in RAN architecture to initiate predictions at a given gNB. To discuss this over an example, under energy saving an ML algorithm in gNB A can be used to predict a rate or a number of outgoing handovers towards a target gNB B. However, there is no control about when a gNB starts or stops its own predictions. gNB B may not be interested in gNB A predictions when the latter starts them. gNB B may also be interested in predictions over a specific period of time and not otherwise. If there is no coordination between gNBs, then unnecessary prediction information may be produced by different gNBs.

Observation 2: There is no functionality in the RAN managing (starting and stopping) ML for predictions at a gNB.  

However, there are no mechanisms where the beginning of those predictions can be controlled by a peer gNB node. 

Proposal 2: Study in TR 37.817 mechanisms to start and stop ML predictions at a gNB in a coordinated way.   

3	Conclusion
Observation 1: ML functionality at a gNB should be switched-on on demand based on network performance. 
Proposal 1: Study in TR 37.817 mechanisms that enable and disable ML operations on a per-need basis.
Observation 2: There is no functionality in the RAN managing (starting and stopping) ML for predictions at a gNB.  
Proposal 2: Study in TR 37.817 mechanisms to start and stop ML predictions at a gNB in a coordinated way.   
	 

