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[bookmark: _Ref462817227]Introduction
[bookmark: _Ref462918989]As described in RP-201620, one of the tasks of the study on AI/ML in RAN3 is to “study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and identify the potential standardization impacts on current NG-RAN nodes and interfaces”. 
In order to explore the standardization impact on the current NG RAN architecture, this paper presents our view on the proposed functional framework for RAN intelligence.
[bookmark: _Toc461106288]Discussion 
High level principles 
TR 37.817 v0.1.0 [1] captures the following high level principles for RAN intelligence enabled AI: 
· The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
· The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
· The input/output and the location of AI inference should be studied case by case.
· Training aspects are FFS
· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
We would like to draw attention to some remaining high-level principles that in our opinion are important to be discussed and agreed upon as a basis of a common understanding and to better formulate a functional framework for AI. Apart from what has already been discussed and agreed, we believe the following will contribute in ensuring that best practices are followed. 
In TR 37.817, it is mentioned that training aspects are for further study. ML based mechanism is created by means of a training process, which derives models or policies by processing certain datasets. In our view, training of a model can be performed in any part of the system. The process of training of an AI/ML algorithm for RAN optimization can be done separately from inference process or any other non-AI/ML operations that the system normally carries out. In order to maintain the work on AI/ML in RAN3 focused around system performance optimization, the following is suggested:
[bookmark: _Ref70513487]It is proposed to focus the RAN3 study on AI/ML on the execution of AI/ML algorithms and to leave the process of training up to implementation.   
With the above it is intended that the “how a model is trained” is implementation specific, while the standard should focus on how to ensure that training data reach a training function.
Another important principle is to ensure a process by which availability of information is controlled. Namely, it needs to be possible to specifically request, when needed, selected information required to support AI/ML operations, thus avoiding floods of potentially unnecessary data. As an example, a node hosting an AI/ML algorithm could already have information available that can be provided as inputs to the model executed by the AI/ML algorithm. In this case, no explicit request to receive such information from other network entities is needed. 
However, the same node might require information that need to be retrieved from other nodes. In this case, the requesting node can subscribe to receive the exact information needed and by that it should be able to control the amount and type of information to be received. 
Likewise, the node hosting the AI/ML algorithm may signal the output of the algorithm explicitly to the nodes requesting them assuming that such outputs are supported. 
The following principle could therefore be agreed:
[bookmark: _Ref70513517]The node hosting an AI/ML algorithm should be able to request/subscribe, if needed, to specific information to be used to execute or train the AI/ML algorithm and to avoid reception of unnecessary information.   
[bookmark: _Ref70513537]The node hosting an AI/ML algorithm may signal the outputs of the AI/ML algorithm only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the ML output, unless it is agreed that the outputs are believed to be always of interest to the receiving node.
One potential differentiator to classic rule-based driven algorithms is that the AI/ML-based algorithm’s output may be a predicted value of some type, and not a measured value nor a fixed value. Examples of information that could be predicted via AI/ML-output could comprise: 
· Predictions of metrics and information for a future time instance (forecast), for example, a predictions of signal quality value, UE traffic, etc.  
· Predictions of metrics and information related to another node, e.g. predictions of load associated to another gNB’s cell.
If RAN3 agrees on specifying the exchange of predicted information, it is important to also provide an uncertainty or accuracy level associated to it, which provides a reliability of the prediction. Namely, the receiving node of predicted information should be able to understand the prediction performance of the algorithm that generated it, in order to reliably use the received predicted information.
[bookmark: _Ref70513556]If the node hosting an AI/ML algorithm provides predictions, a corresponding indication of uncertainty should be indicated to the nodes that request/subscribe to this information. 
Finally, we believe that, as an important part of the functional framework, RAN3 should agree on some guidelines for choosing the information that can be used as input to AI/ML algorithms in RAN. There might be many different types of AI/ML algorithms available to address a specific use case, each of which can be designed according to different design criteria (e.g., different functional approximation models) and therefore may require different type of information as inputs. In order to ensure that the specification work in 3GPP remains focused on the information that determine a clear delta in improved performance, it should be agreed that any potential new information considered to support AI/ML algorithms in RAN should have a clear and intuitive advantage.  
[bookmark: _Ref70513593]Any new potential input information to an AI/ML algorithm, should provide clear advantages in comparison to absence of such information. 
Functional Framework
TR 37.817 v0.1.0 [1] captures a tentative functional framework to support AI/ML in RAN as illustrated in Figure 1. The framework details below are still open for discussion. At the last RAN3 meeting, some of the aspects left open for discussion were: 
· Confirm that feedback from action to data sources is performance feedback, remove related FFS from Editor Note.
· Feedback from action can be used for to model training, whether model training achieves feedback from action directly is FFS.
· Whether Actor and Subject of action should be in one box or separate.
· Whether model training achieves feedback from action directly.
· Whether to change “Data sources” to “Data collection & preparation”, whether to change “Model training” to “Model training (offline/online)”.
· Whether to remove Model performance feedback from Model inference to Model training
Additionally, there are other open issues that were pointed out at the last RAN3 meeting but not explicitly captured in the RAN3 minutes, such as:
· Whether it is appropriate to have a “Model deployment/Update” function.
· Whether it should be assumed that functions different from the training host and the inference host have knowledge about the nature of the model.
In this section, we provide our view on each of those open issues. 
[image: ]
Figure 1: Functional Framework for RAN Intelligence
Model deployment/Update
One of the fundamental agreements taken by RAN3, on which the work on AI/ML is based, is the following:
- The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
The above implies that the AI/ML algorithms and models are implementation specific and as such it should not be assumed that the corresponding details are known across different system’s nodes/functions or standardized interfaces. Additionally, no standardization impact is expected to be captured to define AI/ML algorithms and models in specs.
As a consequence, the agreement taken implies that it is not possible to standardize the transfer of an AI/ML algorithm from one node to another because such transfer would imply that the nodes involved in the transfer can decode and interpret the model. Namely, the model would be decodable and interpretable in a standardized way, which implies that the model is not implementation specific anymore.
Conclusion 1: The agreement that “The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.” implies that it is not possible to standardize the transfer of an AI/ML algorithm between different system’s nodes/functions.  
It should be noted that such approach has been also followed in SA2’s work on AI/ML, where the following has been agreed (see TR 23.700-91 [2]):
”3GPP standardized sharing of models across different vendor environments is not deemed feasible in this release of the specifications. Sharing of models or model meta data is limited to single vendor environments.”
Therefore, as a way forward to capture these agreements, we suggest the following:
[bookmark: _Ref70513634]Either remove the “Model deployment/update” arrow from the functional framework or mark the Model Deployment/Update as “limited to single vendor environment”
The same reasoning applies to the Model Performance Feedback function. Namely, since AI/ML algorithms and models for use cases are out of RAN3 scope (hence it is assumed that the AI/ML algorithm is implementation specific), one cannot assume that different nodes/functions are able to derive a “performance feedback” that is connected to the model implementation. 
On the basis of the principle that AI/ML algorithms are implementation specific, the only possible model performance feedback is one that does not reflect specific implementation aspects
Hence, the only model performance feedback that could be made available by the Model Inference Host should be implementation independent. An example of such feedback could be a measure of how accurate a prediction made by the model is. Namely, if the AI/ML algorithm is deriving a prediction of a certain metric and the Model Inference Host can measure the actual value of such metric, the Model Inference Host could deduce the accuracy of the prediction and eventually provide this information (which is model implementation independent) to the Model Training Host.
[bookmark: _Ref70513660]Under the assumption that the AI/ML algorithm is implementation specific, it is proposed that Model Performance Feedback is restricted to metrics that are independent of the model implementation (e.g. prediction accuracy) and to metrics that are measurable.
Knowledge on AI/ML algorithm details
As a consequence of the agreement mentioned above, according to which an AI/ML algorithm is implementation specific, it should not be assumed that any node or function in the system has knowledge about the AI/ML algorithm, apart from the nodes/functions that train the model and that perform inference. 
As an example, assumptions should not be made about the exact inputs the algorithm (or a model used by the algorithm) needs or about the exact outputs the algorithm can produce or about the host’s capabilities the model requires in order to run on a given hosting node/function. What 3GPP can capture is the information that may be needed to a family of AI/ML algorithms of a given use case, or likewise possible output(s) that may be produced by such models. 
The Model Inference Hosts can subscribe to reception of the exact information needed as input to ML/AI algorithms, in a way similar to e.g. a RAN node subscribing via the Resource Status Request (over Xn or X2) to the reception of load information from neighbour RAN nodes. 
An example could be where 3GPP specifies inputs as a list of optional IEs, where each AI model would receive the input IE pertaining to its implementation. The same example could apply to outputs. 
In some cases, the model inference host may initiate an action based on the output of the Model (e.g. the model inference host and the actor are the same entity). In other cases, Actors can subscribe to reception of outputs from a Model Inference Host, assuming the Model Inference Host supports such outputs. 
Nevertheless, the above is based on the assumption that nodes/functions different from Model Inference Host and Model Training Host are not aware of the exact inputs/outputs a model needs or can produce. Assuming such knowledge would imply that the model is at least in part known throughout the system, which, again, contradicts the agreement that the AI/ML algorithm is implementation specific.
[bookmark: _Ref70513674]It is proposed to agree that nodes different from the training and the inference hosts do not have knowledge about the AI/ML algorithm details such as inputs required, outputs produced, capability requirements. 
Data sources functionality 
It should be deduced from the above that it is not necessary to change the name of the “Data Sources” box to “Data collection & preparation”. This is because the “collection and preparation” seems to assume that the nodes hosting information needed as inputs to the AI/ML processes also have knowledge about the data inputs needed by the model as well as the specific data pre-processing and transformation to be carried out (i.e. data preparation). 
As explained above this is not the case because it should not be assumed that knowledge about the AI/ML algorithm is available outside the training and inference hosts. Therefore, in the framework under development for AI/ML, the following could be assumed:
· Input data may be provided by Data Sources upon demand from Training and Inference hosts, unless such inputs are provided for reasons other than AI/ML.
· The Training and Inference hosts perform data preparation (e.g. pre-processing, data cleaning, filtering and transformation) because such nodes are aware of the AI/ML algorithm implementation and therefore can prepare data according to the model needs.  
Based on the above the following is proposed:
[bookmark: _Ref70513690]It is proposed to keep the terminology “Data Sources” and to assume that data preparation is performed at the training and inference hosts.
Actor and Subject of action
AI/ML operational processes consists of the following main principles: Gathering data, preparing data, choosing a model, training, evaluation, model tuning and inference. From an AI/ML functional perspective, the step of translating the inference output of the model, i.e. prediction, to actions goes beyond the AI/ML workflow. In fact, a prediction can lead to a sequence of actions that is primarily triggered by an actor. But similarly, other actions can be triggered by the subject of action itself, which is not practical to capture in the ML framework, especially because that is not part of the functional requirement of the ML pipeline. 
In our view, it should be enough to consider an entity that receives the output of the model and to assume that any action triggered towards other entities on the basis of such outputs are derived from decisions at the “actor”, without the need to specify what is the subject of such actions. Consequently, the output can be used according to the policies of the specific entity. Whether, as a result of this, an action is triggered towards another entity, this depends on the use case at hand every time. Nothing precludes initiating actions to another node. In fact, nothing precludes that the Actor is itself a Model Inference Host. Hence, on functional level, representing the receiver of the model output in one box, which might initiate actions depending on this output, is enough. 
[bookmark: _Ref70513699]Actor and Subject of action should be merged into one box. 
[bookmark: _Ref70513707]Capture the following definition for Actor in the TR: 
An Actor is an entity which hosts an ML assisted function and/or that received the output of an ML model. Based on the ML output, the Actor may trigger actions directed to other entities. 
Feedback from Actor to Data sources/Model Training host 
The “Data Sources” block in the Functional Diagram in TR 37.817 represents a group of nodes or functions holding data that may be used as inputs to AI/ML processes. To cite few examples, the data can be measurements from different parts of the network, model predictions, feedback on model prediction accuracy (performance), etc. It is evident that the entities that constitute sources of the data can be diverse. The term “Data Sources” is on-purpose kept generic so to include any node/function that could host such inputs. As an example, “Data Sources” may include the Actor, an external system, possibly the training/inference host, and other entities that are not part of the AI/ML framework. All those connections are not explicitly shown in Figure 1. Hence, it is not clear why the feedback from the actor to the data source should be explicitly emphasized given that “Actor” is already included as part of ”Data Sources” and by that any inputs from Actor to Inference Host is already taken into account. If a feedback from Actor to Data Sources/Model Training Host were added, there would be many more feedback arrows missing, from other entities to data sources resulting in that the diagram will still be missing connections from other entities to the data source. 
For the sake of generalization, we propose to remove the feedback from the actor to the data source and clarify as part of the definition of the “data sources” that such box includes all the nodes/functions able to provide inputs to an AI/ML algorithm training and inference process. 
With this simplification, there is no need to explicitly categorize the feedback as purely performance feedback or Model feedback. Neither of those two can be true all the time. AI/ML algorithm feedback can be collected from certain entities but not all. The same is true for performance feedback. Following the same reasoning, there is no need to have feedback from the actor to the training host, since this feedback can be part of the training data provided by the data source. It is enough to describe the Data Sources box in detail, so that no specific deployment choice is excluded. 
[bookmark: _Ref70513715]The framework diagram does not need to include an arrow for performance feedback to the data sources.
[bookmark: _Ref70513754]Capture the following definition for Data source in the TR: 
Data source(s) is one or more entities that provide input data that is needed for Model training and inference. Examples of input data may include measurements from UEs or different network entities, Performance feedback, ML feedback/output.
a. Training Data: information needed for training the model.
b. Inference Data: new information needed as an input for the inference host to provide a corresponding output.
Training and inference host 
Another open issue is about whether to change “Model training” to “Model training (offline/online)”.
In AI/ML jargon, the definition of online training concerns usage of unbounded data as opposed to bounded. An example of bounded data would be one or more files that were downloaded once and that do not change – e.g. a monthly extract of PM/CM counters from an OAM tool. Unbounded data would be a stream of data meaning there is an open connection (i.e. over a network socket) which gives you new data every second/minute/hour etc.
Online training algorithms are basically good at remembering the last point in time where they trained a model and then resuming from that point when they get new data instead of starting all-over and retrain again. Most models support this already e.g. neural networks, linear regression models etc, clustering algorithms. 
It is evident that the “meaning” RAN3 is aiming for when talking about online and offline training is not the one given to it by the AI/ML community (RAN3 did not discussed at all about bounded or unbounded data). 
RAN3 has rather discussed the possibility of training being co-located or not being co-located with inference. Therefore, it would be better to avoid the use of online and offline training and rather define a box for “non-co-located Training Host” and a box for “Model Inference and co-located training Host”. This would represent the possibility of e.g. running training in the OAM system, while running inference at the RAN, or running both training and inference at the RAN.
[bookmark: _Ref70513760]It is proposed to change “Model Training Host” into “Non-co-Located Training Host”.
[bookmark: _Ref70513771]It is proposed to change “Model Inference Host” into “Model Inference and co-located training Host”.
Summary: Updated Functional Framework
We summarize the above discussion as follows: 
· Data source(s): is one or more entities that provides input data that is needed for Model training and inference. Examples of input data may include measurements from UEs or different network entities, Performance feedback, ML feedback/output.
· Training Data: information needed for training the model.
· Inference Data: new information needed as an input for the inference host to provide a corresponding output.
· Training host: is a network function which hosts the training of the model. The training host is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data). The training host can be co-located or non-co-located with the inference host. In case of non-co-located deployment, the training host signals the initial/updated AI/ML algorithm to the inference host. Under the assumption that the AI/ML algorithm is implementation specific, 3GPP standardized procedure for Model Deployment/Update/transfer between the two nodes/functions is not feasible and is out of the 3GPP specification scope.
· Inference host: is a network function which hosts the inference of the model. The inference host is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data). The inference host monitors the performance of the AI/ML algorithm and is expected to feedback the performance of the AI/ML algorithm to the training host. Based on the feedback, the training host may trigger retraining/update of the model. The Model Performance Feedback is restricted to metrics that are independent of model implementation, when such metrics are measurable and/or available (e.g. prediction accuracy). Under the assumption that the AI/ML algorithm is implementation specific, It is not feasible to standardize Model Performance Feedback that is model implementation dependent.
· Actor: is an entity which hosts an ML assisted function and/or that receives the output of an AI/ML algorithm. Based on the ML output, the Actor may trigger actions directed to other entities.
Based on those conclusions, we propose the following functional framework: 
[image: ]
Figure 2: Proposed Functional Framework for RAN Intelligence
[bookmark: _Ref70513811]It is proposed to agree on Figure 2 above depicting the functional framework for RAN intelligence.
Conclusions
In this contribution, the following proposals are captured: 
1. It is proposed to focus the RAN3 study on AI/ML on the execution of AI/ML algorithms and to leave the process of training up to implementation.
The node hosting an AI/ML algorithm should be able to request/subscribe, if needed, to specific information to be used to execute or train the AI/ML algorithm and to avoid reception of unnecessary information.
The node hosting an AI/ML algorithm may signal the outputs of the AI/ML algorithm only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the ML output, unless it is agreed that the outputs are believed to be always of interest to the receiving node.
If the node hosting an AI/ML algorithm provides predictions, a corresponding indication of uncertainty should be indicated to the nodes that request/subscribe to this information.
Any new potential input information to an AI/ML algorithm, should provide clear advantages in comparison to absence of such information.
Either remove the “Model deployment/update” arrow from the functional framework or mark the Model Deployment/Update as “limited to single vendor environment”.
Under the assumption that the AI/ML algorithm is implementation specific, it is proposed that Model Performance Feedback is restricted to metrics that are independent of the model implementation (e.g. prediction accuracy) and to metrics that are measurable.
It is proposed to agree that nodes different from the training and the inference hosts do not have knowledge about the AI/ML algorithm details such as inputs required, outputs produced, capability requirements.
It is proposed to keep the terminology “Data Sources” and to assume that data preparation is performed at the training and inference hosts.
Actor and Subject of action should be merged into one box.
Capture the following definition for Actor in the TR: An Actor is an entity which hosts an ML assisted function and/or that received the output of an ML model. Based on the ML output, the Actor may trigger actions directed to other entities.
The framework diagram does not need to include an arrow for performance feedback to the data sources.
Capture the following definition for Data source in the TR: 
Data source(s) is one or more entities that provide input data that is needed for Model training and inference. Examples of input data may include measurements from UEs or different network entities, Performance feedback, ML feedback/output.	
a. Training Data: information needed for training the model.
b. Inference Data: new information needed as an input for the inference host to provide a corresponding output.
It is proposed to change “Model Training Host” into “Non-co-Located Training Host”.
It is proposed to change “Model Inference Host” into “Model Inference and co-located training Host”.
It is proposed to agree on Figure 2 above depicting the functional framework for RAN intelligence.
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-----------------------------------Start of Changes-----------------------------------
[bookmark: _Toc55814332]4.1	High-level Principles 
The following high level principles should be applied for AI-enabled RAN intelligence:
· The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
· The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
· The input/output and the location of AI inference should be studied case by case.
· Training aspects are FFS The study should focus on the execution of ML/AI algorithms and leave the process of training up to implementation.
· The node hosting an AI/ML algorithm should be able to request/subscribe to, if needed, specific information to be used to execute or train the AI/ML algorithm and to avoid reception of unnecessary information.   
· The node hosting an AI/ML algorithm should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the ML output, unless it is agreed that the outputs are believed to be always of interest to the receiving node.  
· If the node hosting an AI/ML algorithm provides predictions, a corresponding indication of uncertainty should be indicated to the nodes that request/subscribe to this information.
· Any new potential input information to an AI/ML algorithm, should provide clear advantages in comparison to absence of such information.
· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.

[bookmark: _Toc55814333]4.2	Functional Framework
Editor Note: the details for the framework below is FFS including whether Actor and Subject of action should be in one box or separate, whether feedback from action to Model training host is needed, the name in each box is from functionality or from processing point of view, the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback and other possible refinement.


Figure 4.2-1: Functional Framework for RAN Intelligence
Editor Note: figure is FFS.

[image: ]
Figure 4.2-1: Functional Framework for RAN Intelligence
This section introduces the common terminologies related to functional framework for RAN intelligence illustrated in Figure 4.2-1.
· Data source(s) is one or more entities that provide input data that is needed for Model training and inference. Examples of input data may include measurements from UEs or different network entities, Performance feedback, ML feedback/output.
· Training Data: information needed for training the model.
· Inference Data: new information needed as an input for the inference host to provide a corresponding output.

· Training host is a network function which hosts the training of the model. The training host is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data). The training host can be co-located or non-co-located with the inference host. In case of non-co-located deployment, the training host signals the initial/updated AI/ML algorithm to the inference host. Under the assumption that the AI/ML algorithm is implementation specific, 3GPP standardized procedure for Model Deployment/Update/transfer between the two nodes/functions is out of the 3GPP specification scope.

· Inference host is a network function which hosts the inference of the model. The inference host is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation of raw data. The inference host monitors the performance of the AI/ML algorithm and is expected to feedback the performance of the AI/ML algorithm to the training host. Based on the feedback, the training host may trigger retraining/update of the model. The Model Performance Feedback is restricted to metrics that are independent of model implementation, when such metrics are measurable and/or available (e.g. prediction accuracy). Under the assumption that the AI/ML algorithm is implementation specific, It is not feasible to standardize Model Performance Feedback that is model implementation dependent.

· An Actor is an entity which hosts an ML assisted function and/or that receives the output of an AI/ML algorithm. Based on the ML output, the Actor may trigger actions directed to other entities or to itself.


-----------------------------------End of Changes-----------------------------------
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